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Looking into simulations
LCDM cosmology - CDM particles



Looking into simulations
Massive neutrino cosmology: CDM+neutrino field



Neutrinos in cosmology

• 3 species of active neutrinos 

• Neutrinos are massive                                

• Cosmology: 

(solar neutrinos)
(atmospheric neutrinos)

⌃imi < 0.23 eV (95%c.l.)

⌃imi > 0.06 eV

(Planck 2015)



Ratio between P(k) in massive and 
massless neutrino cosmology Neutrino masses have two 

effects: 
1) delaying the matter-

radiation equality 
2) slowing down the growth 

of matter perturbations

SUPPRESSION of the linear 
matter power spectrum at 
intermediate/small scales

Neutrinos: linear regime



 A theoretical description of the shape and evolution of void 
 profiles

• NON-LINEAR MATTER POWER SPECTRUM 
 Extension of the halo model to account for the presence of  
 massive neutrinos

Neutrinos: non-linear regime

• COSMIC VOIDS 
 The impact of massive neutrinos on cosmic voids:    
 comprehensive numerical study of statistical properties of  
 voids



Modelling the nonlinear matter P(k)
in massive neutrino cosmologies

Based on: 
The halo model in a massive neutrino cosmology  

E.M., F. Villaescusa-Navarro, M. Viel  
 JCAP 1412 (2014) 12, 053 



Neutrinos impact on the P(k)
Linear Theory Ratio between P(k) in massive and 

massless neutrino cosmology
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• All CDM particles are in halos

• What about neutrinos? 

Halo Model
Massive neutrinos case



N-body simulations

CDM density field Neutrino density field



• All CDM is in halos

• A FRACTION of neutrinos is in halos:  

Halo Model
Massive neutrinos case

�⌫ = Fh�
h
⌫ + (1� Fh)�

L
⌫

clustered  
↓ 

described by Halo Model

free-streaming 
↓ 

described by linear theory

This means that we do not consider as clustered neutrinos the ones forming an halo with
mass smaller than the 10% of the mass of background neutrinos enclosed in the same volume.
Therefore, the fraction of clustered neutrinos is given by:

Fh =

1

⇢̄⌫

Z 1

Mcut

dMc n(Mc)M⌫(Mc) . (4.20)

It would be natural to define Mcut as the c-halo mass for which the corresponding M⌫ is
vanishing. This does not happen for the neutrinos profile defined in (4.17) and the definition
in (4.19) gives a convergent value for Fh, i.e. the mass in neutrinos contained in smaller
halos is negligible. This fraction turns out to be very small: Fh = 9.5⇥ 10

�4
, 2.6⇥ 10

�3 forP
m⌫ = 0.3, 0.6 eV, respectively. However, even if small, this neutrino component is very

important for having a good prediction for the cross and neutrinos power spectra at small
scales, as we shall see below.

We use the eqs. (4.7) and (4.10) of the cold dark matter prescription to rewrite P

1h
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and P

2h
c⌫ (k) in terms of the peak height

P

1h
c⌫ (k) =

Z 1

Mcut

d⌫c f(⌫c)
M⌫

Fh⇢̄⌫
uc(k|Mc)u⌫(k|Mc) (4.21)

P

2h
c⌫ (k) =

Z 1

0
d⌫

0
c f(⌫

0
c) b(⌫

0
c)uc(k|M 0

c) (4.22)

⇥
Z 1

Mcut

d⌫

00
c f(⌫

00
c c) b(⌫

00
c )

M⌫

M

00
c

⇢̄c

Fh⇢̄⌫
u⌫(k|M 00

c )P
L
c (k) ,

where the mass function and bias are the usual Sheth-Tormen (ST) ones. Substituting the
last expressions in (4.13) we compute the cross power spectrum for the two different massive
neutrino cosmologies. The results at redshift z = 0 are shown in figure 4. Neither the
linear cross power spectrum (red lines) nor the cross power spectrum between the clustered
cold field and the unclustered component of neutrinos (dot-dashed black lines) can reproduce
simulations at intermediate (k ⇠ 0.2h/Mpc) and up to small scales, for the two neutrino
masses. Instead, our extension of the halo model (solid black line), which accounts for the
clustered component of neutrinos, can describe the main behavior of N-body simulations at
scales smaller than k ⇠ 5h/Mpc. We can notice that the main contribution to the power
spectrum comes from the unclustered component of the neutrino field via P

L
c⌫(k) (dot-dashed

line) at large scales and from the 1-halo term P

1h
c⌫ (k) of the clustered neutrino component at

small scales. The 2-halo term P

2h
c⌫ (k) is not shown because it is small and not relevant at any

scales. To conclude, our model predicts the cross power spectrum from simulation with 30%

accuracy until k ⇠ 1h/Mpc in the
P

m⌫ = 0.3 eV case (left panel). In the
P

m⌫ = 0.6 eV
case (right panel), the accuracy is at the 40% level on scales k < 5h/Mpc.

4.4 Neutrino Power Spectrum

Using the definition of the neutrino density field in equation (4.1), we write the neutrino
power spectrum as

P⌫(k) = F

2
hP

h
⌫ (k) + 2Fh(1� Fh)P

hL
⌫ (k) + (1� Fh)

2
P

L
⌫ (k) , (4.23)

where the auto-power spectrum of the linear component is just the linear power PL
⌫ (k) and the

cross term can be expressed as P hL
⌫ (k) =

p
P

h
⌫ (k)P

L
⌫ (k), once we assumed that the clustered
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Mass function and halo bias

neutrino perturbation

proto-halo

Neutrino linear perturbations do 
NOT affect the halo formation



• All CDM is in halos

• A FRACTION of neutrinos is in halos:  

• Halo mass function n(M)dM from PCDM(k) 

• Halo bias b(M) w.r.t. CDM field 

Halo Model
Massive neutrinos case

�⌫ = Fh�
h
⌫ + (1� Fh)�

L
⌫

(Castorina et al. 2013)｝



• All CDM is in halos

• A FRACTION of neutrinos is in halos:  

• Halo mass function n(M)dM from PCDM(k) 

• Halo bias b(M) w.r.t. CDM field 

• Halo profile: NFW + neutrino profile

Halo Model
Massive neutrinos case

�⌫ = Fh�
h
⌫ + (1� Fh)�

L
⌫

(Castorina et al. 2013)｝
(Villaescusa-Navarro et al. 2013)



Results
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Cold dark matter-neutrinos Neutrinos
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 Neutrinos need to be modelled as 
clustered + smoothed components
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 Neutrinos can just be 
a smoothed component



Halo Model for galaxy clustering

Halo Occupation Distribution (HOD): 
1. The probability distribution p(N|M) of having N galaxies 

inside a halo of mass M ➞ 3 parameters 

2. The way in which galaxies positions and velocities are 
related to the underlying matter particles: 

the central galaxies are at the center of the corresponding halo  
the distribution and velocity of the satellites follow the ones of cold 
dark matter particles inside the halo (bg = bv = 1)

hNc|Mi =
(
1 if M � Mmin

0 if M < Mmin

hNs|Mi =
(
(M/M1)↵ if M � Mmin

0 if M < Mmin .

Central galaxy:

Satellites:
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Galaxy correlation function
Predictions using:

• HOD parameters (from simulations) to reproduce 
clustering of galaxies measured in SDSS II Data Release 7 

• The extended version of the Halo Model
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The neutrino Halo Model could be 
directly used to calibrate the HOD 

parameters in massive neutrino 
cosmologies

Predictions using:
• HOD parameters (from simulations) to reproduce 

clustering of galaxies measured in SDSS II Data Release 7 
• The extended version of the Halo Model



The impact of 
massive neutrinos 
on cosmic voids

Based on:  
Voids in massive neutrino cosmologies 

E.M., Villaescusa-Navarro, Viel, Sutter 
JCAP 1511 (2015) 11, 018



• Simulations:  

CDM particles & neutrino particles 

low resolution (L = 1 Gpc/h, 2563 particles) ➞ CDM-voids 

high resolution (L = 500 Mpc/h, 5123 particles) ➞ galaxy-voids 

cosmologies: 0.0 - 0.15 - 0.3 - 0.6 eV 
• Galaxies: inserted via HOD 
• Void finder: VIDE - it uses ZOBOV output  
      (Sutter et al. 2014)       (Neyrinck 2008)

N-body simulations and Void finder



ZOBOV: a parameter-free void finder 2103

Figure 1. (a) Galaxies (Croton et al. 2005, down to B = −10) from a 40 × 40 × 5 (h−1 Mpc)3 slice of the AAVFCP region. The outer boundary is 45 h−1 Mpc

square. The slice is of the same size as the dark matter illustration in Fig. 6, but is at an edge of the central 40 h−1 Mpc cube, not at the centre. It was chosen

because the voids in this figure are less well defined, and thus richer in structure. (b) The 2D Voronoi tessellation of galaxies in this slice, with each particle’s

Voronoi cell shaded according to its area. The galaxies outside the inner (40 h−1 Mpc) boundary are shown because they contribute to the tessellation. (c) Zones

of galaxies. The cores (density minima) of each zone are shown with crosses; the different colours merely demarcate different zones. (d) The growth of void 1,

the deepest void in the sample. With analogy to a water tank, the water level (density) is increased and zones the water runs into are added to the void. Colours

from dark to light indicate the stage at which the zone is added to the void. The darkest colour is the original zone, the next darkest is the first zone or set of

zones added, etc. The only zone that is never included is that with the highest density link to another zone, in the lower right-hand corner. A measure of the

probability that each zone-adding event leads to a void that did not arise from Poisson noise is shown in Fig. 4.

2.4 Statistical significance of voids

The probability that a void v is real is judged according to its density

contrast, i.e. the ratio r(v) of ρ l(v), the minimum-density particle on

a ridge beyond which is a deeper void, to v’s minimum density, ρmin.

This is not the only conceivable way to judge the significance of a

void. But it is simple, and the probabilities it returns roughly align

with what visual inspection would suggest.

The density contrast r is converted to a probability by compar-

ing to a Poisson particle distribution. Several statistical properties

of Voronoi diagrams applied to Poisson-sampled uniform density

distributions are well understood. For example, the distribution of

Voronoi cell volumes is well approximated by a gamma distri-

bution (Kiang 1966), and the average number of Voronoi neigh-

bours (48π
2/35 + 2 ≈ 15.54) is even known analytically (Okabe

et al. 2000). Unfortunately, the distribution of contrasts of density

C⃝ 2008 The Author. Journal compilation C⃝ 2008 RAS, MNRAS 386, 2101–2109

b) Voronoi Tessellation 
density field estimator

d) Watershed 
merging of zones into  
voids

ZOBOV - VIDE at work

(Neyrinck 2008)

c) Zoning 
merging of Voronoi cells  
into zones



Number density of voids



Number density of voids

• more small voids 

In massive neutrino 
cosmologies there are 



Number density of voids

• more small voids 

• fewer big voids

In massive neutrino 
cosmologies there are 



CDM / Neutrino profiles



Evolution in time



CDM / Neutrino profiles

Voids in massive 
neutrino cosmology are 

less evolved



Matter profiles in galaxy voids

Weak-lensing signal could in principle detect 
different matter profiles around galaxy voids 



Weak lensing around voids in SDSS

Clampitt et al. 2014

Void Lensing 5

Figure 4. The left panel shows our measurement of the tangential shear (black circles) and cross-component (magenta triangles) around
our void centers, stacked in units of R

v

. Our best-fit model (solid line) has R
(m)

v

= 1.05R
v

and A
3

= 0.50. Our estimated 3d density
profile is shown in the right panel, along with the estimated 1� uncertainty. The arrow gives a sense of our model independent estimates,
which prefer a lower central density (by up to 0.1⇢̄) than allowed by our model.

Figure 5. Our covariance matrices for �⌃ (left panel) and �⌃⇥ (right panel). Off diagonal correlations are significant beyond 2R
v

,
since source galaxies in these bins are shared among multiple voids.

3.1 Jackknife Realizations

We divide the voids into 128 spatial patches, and perform
the measurement multiple times with each region omitted in
turn to make N = 128 jackknife realizations. Note that we
exclude the three low-DEC SDSS stripes from our analysis:
they are sub-optimal for void finding due to a high ratio
of perimeter to area. The remaining area is approximately
7,000 square degrees. The covariance of the measurement

(Norberg et al. 2009) is given by

C[�⌃i,�⌃j ] =
(N � 1)

N

⇥
NX

k=1

h
(�⌃i)

k ��⌃i

i h
(�⌃j)

k ��⌃j

i
(5)

where the mean value is

�⌃i =
1

N

NX

k=1

(�⌃i)
k , (6)

and (�⌃i)
k denotes the measurement from the k-th realiza-

tion and the i-th spatial bin. The covariance is measured for

c� 0000 RAS, MNRAS 000, 000–000



Model the void profiles 
from a theoretical 

point of view

Based on:  
Density profiles around biased tracers of the cosmic web  

E.M., Ravi Sheth, P. M. Sutter et al.  
in preparation



What is an enclosed profile?

The cross-correlation between  
the patches and the mass is  

the enclosed mean density profile

⌃h⌃m(rhm<Rq)

(⌃h)(⌃m)
= 1 + ⇠hm(r < Rq)

⇠hm(r < Rq) = �(r < Rq)

Rp

Rp

Rp

Rq

Rq

Rq



Lagrangian linear field



Eulerian evolved field



Eulerian evolved field



Modelling the evolution
⇢nl = ⇢z + ⇢nl � ⇢z



Modelling the evolution
⇢nl = ⇢z + ⇢nl � ⇢z

Zel’dovich  
approach 

(Desjacques el al. 2010)

Void motion



Void expansion

Modelling the evolution

Void motion

⇢nl = ⇢z + ⇢nl � ⇢z

Zel’dovich  
approach 

(Desjacques el al. 2010)

Lagrangian  
approach



1) Relation between today’s tracers and the initial field 
     EST tells the connection between the bias and the profile around 
 biased tracers in the Lagrangian space (L) 

2) Subsequent evolution  
      The spherical collapse model map the profile from the Lagrangian 
 (L)  to the Eulerian (E) space

Lagrangian approach

1 +�E(< RE ; t) =

✓
1� Dt�L(< RL)

�c

◆��c

=

✓
RL

RE(t)

◆3

�L(k) =

✓
bL10 + bL01

spp0
spp1

k2
◆
W (kRp)W (kRq)P (k)



Void profiles

Unclustered underdensities 9

Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and

overdensities were RL ≤ RE(1 + δgv/bE
g )1/3 and

δL ≤ δc

"

1 −
„

1 +
δgv

bE
g

«−1/δc

#

, (45)

from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by

ρ(< RE)
ρV

=
exp[(RE/RV)1.85]

2.5
, (46)

c⃝ 0000 RAS, MNRAS 000, 1–13
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theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt
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process. In particular, this shows that the voids which are
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of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
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ρ(< RE)
ρV

=
exp[(RE/RV)1.85]
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and

overdensities were RL ≤ RE(1 + δgv/bE
g )1/3 and

δL ≤ δc
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from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by

ρ(< RE)
ρV

=
exp[(RE/RV)1.85]
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and

overdensities were RL ≤ RE(1 + δgv/bE
g )1/3 and
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from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by
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=
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and

overdensities were RL ≤ RE(1 + δgv/bE
g )1/3 and

δL ≤ δc
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from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by

ρ(< RE)
ρV

=
exp[(RE/RV)1.85]
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and

overdensities were RL ≤ RE(1 + δgv/bE
g )1/3 and
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from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by
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ρV

=
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and

overdensities were RL ≤ RE(1 + δgv/bE
g )1/3 and
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from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by

ρ(< RE)
ρV

=
exp[(RE/RV)1.85]
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and
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g )1/3 and
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from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .

affected. Hence, voids which formed from protovoid patches
with ν ≥ 1 should be immune to the void-in-cloud squeezing
process. In particular, this shows that the voids which are
predicted to have bE = 0 are also predicted to be immune
to the squeezing process. However, these did not have a zero
crossing in the first place.

In practice the wall which one’s eye notices more readily
is the one given by the overdensity at Rq rather than that
enclosed within Rq. To appreciate the difference between the
two, consider an initial profile which is −2.7 within Rp, and

steps sharply up to 2.7/4 between Rp and 1.7Rp before step-
ping sharply down to zero for all larger scales. The initial en-
closed density would be a much smoother function of scale,
which would never become positive. The predicted evolved
profile would show a thin high wall surrounding a void,
whereas the corresponding enclosed density profile would
have height 0.2× the background density on scales smaller
than 1.7Rp, and it would step sharply up to the background
density on scale 1.7Rp. For the mixed TopHat/Gaussian ex-
cursion set peaks model, the shape of this profile is given by
equation (22), upon simply replacing W (kRq) → j0(kRq) in
the integral which defines spq

0 .

4.4 Voids in the galaxy distribution

In practice, we observe galaxies rather than the dark matter
fluctuation field. To see how the discussion above relates
to galaxies, suppose that we identify patches of size RE in
the galaxy distribution which have 1 + δg ≤ 1 + δgv. On
large scales, these correspond to mass overdensities δE =
δg/bE

g ≤ δgv/bE
g . The corresponding initial patch sizes and

overdensities were RL ≤ RE(1 + δgv/bE
g )1/3 and

δL ≤ δc
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1 −
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δgv

bE
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«−1/δc

#
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from which it is easy to compute the expected bias factors
bL and bE.

To illustrate, suppose that we identify spherical patches
of size RE = 8h−1Mpc which have 1 + δgv = 0.2 in
a galaxy sample which has bE

g = 1. Then, our mixed
TopHat/Gaussian excursion set model, applied to our fidu-
cial flat ΛCDM model predicts bE = (−0.66,−0.25) if σ8 =
(0.8, 0.9).

Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
simulations

The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.

They report that the evolved (Eulerian) enclosed den-
sity profiles of the voids they found can be scaled to a self-
similar form which is well-approximated by

ρ(< RE)
ρV

=
exp[(RE/RV)1.85]

2.5
, (46)
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Figure 4. Evolution of the density profile around an excursion set
trough of height δp. The correlation parameter γp is that for mixed
TopHat/Gaussian smoothing of P (k) ∝ k−2. Dashed curve shows
the Lagrangian profile (i.e. the initial one, evolved using linear
theory to the present time); solid curves show the nonlinearly
evolved profiles (solid) when the linear theory growth factor is Dt

times that of the present time. The two values of ν ≡ δv/
q

spp
0

were chosen to illustrate the shell-crossing signature of a wall (top
panel) and the smallest ν for which shell crossing does not occur
(bottom). The associated values of b10 are −0.08δv and 0.24δv .
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Since the clustering at fixed size is so sensitive to σ8,
this suggests that the sizes at fixed clustering strength – in
particular, of unclustered void regions in the galaxy distri-
bution – may be a good probe of σ8. To explore if this sort
of test is feasible, the next section compares our model with
measurements in simulations.

4.5 Measurements of void clustering in
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The results of Colberg et al. (2005) allow a crude test of our
excursion set troughs predictions for initial Lagrangian and
evolved Eulerian profiles. They started with the dark mat-
ter distribution in the VLS simulation box of (Yoshida et al.
2001). The simulation followed the gravitational structure
formation in a periodic cube 479h−1Mpc on a side of a flat
ΛCDM model having (Ωm, h, σ8) = (0.3, 0.7, 0.9). At red-
shift z = 0, Colberg et al. identified 4466, 1945 and 730
voids in this box, having sizes between 5 and 10h−1Mpc, 10
and 15h−1Mpc, and ≥ 15h−1Mpc respectively, on the basis
of their having dark matter densities ρ̄ (1 + δE) ∼ 0.2 (see
Figure 3 of Colberg et al. 2005), where ρ̄ is the background
density.
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Evolution in time



1) Relation between today’s tracers and the initial field 
     EST tells the connection between the bias and the profile around 
 biased tracers in the Lagrangian space (L) 

2) Subsequent evolution  
 The bias evolves from Lagrangian to Eulerian: 

Zel’dovich approach
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peak-trough propagator



The void bias evolution
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Conclusions
1. We performed an extension of the halo model to include massive neutrinos. 

• The key ingredients are: 
The neutrino field is the sum of a clustered (subdominant) component 
and a linear one.  
CDM is the fundamental field responsible for the clustering of matter. 

• The model is able to reproduce the matter power spectrum from 
simulations within the 20% level on scale k < 10 Mpc/h and the ratio                            
with 2%-5%-10% accuracy for neutrino masses of 0.15-0.3-0.6 eV. 

2. Voids in massive neutrino cosmologies:  
• CDM-voids appear to be less evolved, i.e. they are smaller, less empty 

and with a lower wall at the edge. 
• The total matter density profiles around galaxy-voids show differences that 

could be in principle detected via weak-lensing. 

3. We proposed a theoretical model for the void density profiles:  
• Their evolution is consistent with the results from N-body simulations. 
• The void bias evolves like the halo bias.
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Castorina et al. [32] showed that the resulting mass function is universal and the linear halo
bias b(Mc) is scale independent on large scales, as wanted. Therefore, we will use the cold dark
matter prescription to build the halo model for a massive neutrino cosmology. The fact that
this is the correct prescription tells us that neutrinos modify only the background in which
the c-field clusters, without performing any back-reaction through its density perturbations.

Since the fraction Fh of neutrinos clustered in c-halos is very small, we expect that the
total matter power spectrum will be well reproduced considering all the neutrinos, both linear
and clustered, as driven by linear theory. Anyway, the neutrino and cross power spectra from
N-body simulations are not well reproduced by the correspondent linear one, on small scales.
Therefore, we will describe how to model not only the clustering of the cold field but also the
clustering of neutrinos within the halo model formalism.

4.2 Cold dark matter Power Spectrum

In analogy with what we have presented in Sec. 3 and using the eqs. of the cold dark
matter prescription (4.7) and (4.10), we compute here the power spectrum of the cold field
Pc(k) = P

1h
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where uc(k|Mc) is the NFW profile of a c-halo of mass Mc. Even if we are considering a massive
neutrino cosmology, its concentration is well described by the standard formula (3.12) for the
⇤CDM case, as our N-body simulations showed. The quantities f(⌫c) and bc(⌫c) are the ST
mass function and bias, which can also be used in a massive neutrino cosmology [31, 44]
and guarantee that the 2-halo term is well normalized: P

2h
c (k ! 0) ! P

L
c . Figure 2 shows

the cold dark matter power spectrum, as predicted by the halo model, for three different
cosmologies with massive neutrinos,

P
m⌫ = 0.15 eV on top,

P
m⌫ = 0.3 eV in the middle

and
P

m⌫ = 0.6 eV on bottom, and for two different redshifts, z = 0 on the left and z = 1

on the right. The relative difference between our results and N-body simulations is shown
in the bottom part of each plot, where the solid curves are obtained using the cold dark
matter prescription and the thin dashed ones (shown only for z = 0) come from the matter
prescription. The results are in agreement and reinforce the claim of Castorina et al., since
the cold dark matter prescription agrees better with simulations. Using this right procedure
we obtain a very good agreement on large scales, whereas a disagreement around 15 � 20%

level characterizes the intermediate scales k ⇠ 0.2� 2h/Mpc at z = 0, and it increases until
30% at z = 1. On smaller scales, up to k ⇠ 10h/Mpc, the disagreement is below 10% for all
models.

– 9 –

where ⌫c = �

2
sc/�

2
c with

Mc =

4

3

⇡⇢̄cR
3
, (4.8)

�

2
c ⌘ �

2
(Mc) =

Z 1

0

dk

2⇡

2
k

2
W

2
(kR)P

L
c (k) , (4.9)

and P

L
c (k) is the linear cold power spectrum. Moreover, this prescription allows to express

the halo-halo power spectrum in terms of the linear cold P

L
c (k)

Phh(k|M 0
c,M

00
c ) = b(M

0
c)b(M

00
c )P

L
c (k) . (4.10)

Castorina et al. [32] showed that the resulting mass function is universal and the linear halo
bias b(Mc) is scale independent on large scales, as wanted. Therefore, we will use the cold dark
matter prescription to build the halo model for a massive neutrino cosmology. The fact that
this is the correct prescription tells us that neutrinos modify only the background in which
the c-field clusters, without performing any back-reaction through its density perturbations.

Since the fraction Fh of neutrinos clustered in c-halos is very small, we expect that the
total matter power spectrum will be well reproduced considering all the neutrinos, both linear
and clustered, as driven by linear theory. Anyway, the neutrino and cross power spectra from
N-body simulations are not well reproduced by the correspondent linear one, on small scales.
Therefore, we will describe how to model not only the clustering of the cold field but also the
clustering of neutrinos within the halo model formalism.

4.2 Cold dark matter Power Spectrum

In analogy with what we have presented in Sec. 3 and using the eqs. of the cold dark
matter prescription (4.7) and (4.10), we compute here the power spectrum of the cold field
Pc(k) = P

1h
c (k) + P

2h
c (k), with

P

1h
c (k) =

Z 1

0
d⌫c f(⌫c)

Mc

⇢̄c
|uc(k|Mc)|2 , (4.11)

P

2h
c (k) =

Z 1

0
d⌫c f(⌫c)bc(⌫c)uc(k|Mc)

�2
P

L
c (k) , (4.12)

where uc(k|Mc) is the NFW profile of a c-halo of mass Mc. Even if we are considering a massive
neutrino cosmology, its concentration is well described by the standard formula (3.12) for the
⇤CDM case, as our N-body simulations showed. The quantities f(⌫c) and bc(⌫c) are the ST
mass function and bias, which can also be used in a massive neutrino cosmology [31, 44]
and guarantee that the 2-halo term is well normalized: P

2h
c (k ! 0) ! P

L
c . Figure 2 shows

the cold dark matter power spectrum, as predicted by the halo model, for three different
cosmologies with massive neutrinos,

P
m⌫ = 0.15 eV on top,

P
m⌫ = 0.3 eV in the middle

and
P

m⌫ = 0.6 eV on bottom, and for two different redshifts, z = 0 on the left and z = 1

on the right. The relative difference between our results and N-body simulations is shown
in the bottom part of each plot, where the solid curves are obtained using the cold dark
matter prescription and the thin dashed ones (shown only for z = 0) come from the matter
prescription. The results are in agreement and reinforce the claim of Castorina et al., since
the cold dark matter prescription agrees better with simulations. Using this right procedure
we obtain a very good agreement on large scales, whereas a disagreement around 15 � 20%

level characterizes the intermediate scales k ⇠ 0.2� 2h/Mpc at z = 0, and it increases until
30% at z = 1. On smaller scales, up to k ⇠ 10h/Mpc, the disagreement is below 10% for all
models.

– 9 –

and c-halos are the same. The density contrast of the total matter density field can then be
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where Pc(k), P⌫(k) and Pc⌫(k) are the cold, neutrino and cross power spectra, respectively.
Before presenting in detail the calculation of all these terms, we discuss the recipe to

compute the mass function and the linear halo bias in a massive neutrino cosmology, which is
not obvious a priori. From now on, we will not write explicitly the redshift’s dependence since
it can be understood from the description of the massless neutrinos ⇤CDM case presented in
section 3.

4.1 Matter vs. cold dark matter prescription

Since the ⌫-halos are located around c-halos and, as we will clarify later, their mass can be
assumed to be a function of the corresponding c-halos mass, there are two important conse-
quences: their mass function is equal to the one of the cold field, dM⌫n(M⌫) = dMcn(Mc),
and the linear ⌫-halo bias is equal to the c-halo one b(M⌫) = b(Mc). In order to make the
halo model machine working, we must express n(Mc) and b(Mc) in terms of the number of
regions in the Lagrangian field that are dense enough to collapse, i.e. we have to recast it in
terms of the peak height. There are two different ways in which we can do that.

It would be natural, following the procedure adopted for the ⇤CDM case, to rewrite the
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and P

L
(k) being the linear total matter power spectrum. It would be natural to write the

halo-halo power spectrum in terms of the halo bias b(Mc) with respect to the total matter
density field. This approach is the so called matter prescription [31, 32, 45].

Even if used in the literature (e.g. in [53]), this prescription has been shown to be not
fully correct by Castorina et al. [32] (see also [44]), since the resulting mass function f(⌫)

is not universal and the resulting linear halo bias b(Mc) is scale dependent even on large
scales. The authors argued that this is due to the wrong choice of the density field used for
computing the peak height and the halo bias, i.e. the total matter is not the fundamental
density field involved in the clustering process. They showed that the more physical field is
the cold one and this choice goes under the name of cold dark matter prescription. In this
setup, the number density of c-halos is
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bias b(Mc) is scale independent on large scales, as wanted. Therefore, we will use the cold dark
matter prescription to build the halo model for a massive neutrino cosmology. The fact that
this is the correct prescription tells us that neutrinos modify only the background in which
the c-field clusters, without performing any back-reaction through its density perturbations.
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total matter power spectrum will be well reproduced considering all the neutrinos, both linear
and clustered, as driven by linear theory. Anyway, the neutrino and cross power spectra from
N-body simulations are not well reproduced by the correspondent linear one, on small scales.
Therefore, we will describe how to model not only the clustering of the cold field but also the
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where uc(k|Mc) is the NFW profile of a c-halo of mass Mc. Even if we are considering a massive
neutrino cosmology, its concentration is well described by the standard formula (3.12) for the
⇤CDM case, as our N-body simulations showed. The quantities f(⌫c) and bc(⌫c) are the ST
mass function and bias, which can also be used in a massive neutrino cosmology [31, 44]
and guarantee that the 2-halo term is well normalized: P
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the cold dark matter prescription agrees better with simulations. Using this right procedure
we obtain a very good agreement on large scales, whereas a disagreement around 15 � 20%

level characterizes the intermediate scales k ⇠ 0.2� 2h/Mpc at z = 0, and it increases until
30% at z = 1. On smaller scales, up to k ⇠ 10h/Mpc, the disagreement is below 10% for all
models.

– 9 –

CDM prescription



and c-halos are the same. The density contrast of the total matter density field can then be
written as

� =

⇢̄c

⇢̄

�c +
⇢̄⌫

⇢̄

h
Fh�

h
⌫ + (1� Fh)�

L
⌫

i
, (4.2)

where ⇢ = ⇢̄c + ⇢̄⌫ is the mean background matter density. The matter power spectrum is
given by

P (k) =

✓
⇢̄c

⇢̄

◆2

Pc(k) + 2

⇢̄c⇢̄⌫

⇢̄

2
Pc⌫(k) +

✓
⇢̄⌫

⇢̄

◆2

P⌫(k) , (4.3)

where Pc(k), P⌫(k) and Pc⌫(k) are the cold, neutrino and cross power spectra, respectively.
Before presenting in detail the calculation of all these terms, we discuss the recipe to

compute the mass function and the linear halo bias in a massive neutrino cosmology, which is
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L
(k) being the linear total matter power spectrum. It would be natural to write the

halo-halo power spectrum in terms of the halo bias b(Mc) with respect to the total matter
density field. This approach is the so called matter prescription [31, 32, 45].

Even if used in the literature (e.g. in [53]), this prescription has been shown to be not
fully correct by Castorina et al. [32] (see also [44]), since the resulting mass function f(⌫)

is not universal and the resulting linear halo bias b(Mc) is scale dependent even on large
scales. The authors argued that this is due to the wrong choice of the density field used for
computing the peak height and the halo bias, i.e. the total matter is not the fundamental
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Castorina et al. [32] showed that the resulting mass function is universal and the linear halo
bias b(Mc) is scale independent on large scales, as wanted. Therefore, we will use the cold dark
matter prescription to build the halo model for a massive neutrino cosmology. The fact that
this is the correct prescription tells us that neutrinos modify only the background in which
the c-field clusters, without performing any back-reaction through its density perturbations.

Since the fraction Fh of neutrinos clustered in c-halos is very small, we expect that the
total matter power spectrum will be well reproduced considering all the neutrinos, both linear
and clustered, as driven by linear theory. Anyway, the neutrino and cross power spectra from
N-body simulations are not well reproduced by the correspondent linear one, on small scales.
Therefore, we will describe how to model not only the clustering of the cold field but also the
clustering of neutrinos within the halo model formalism.

4.2 Cold dark matter Power Spectrum

In analogy with what we have presented in Sec. 3 and using the eqs. of the cold dark
matter prescription (4.7) and (4.10), we compute here the power spectrum of the cold field
Pc(k) = P

1h
c (k) + P

2h
c (k), with

P

1h
c (k) =
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0
d⌫c f(⌫c)

Mc

⇢̄c
|uc(k|Mc)|2 , (4.11)

P

2h
c (k) =

Z 1

0
d⌫c f(⌫c)bc(⌫c)uc(k|Mc)

�2
P

L
c (k) , (4.12)

where uc(k|Mc) is the NFW profile of a c-halo of mass Mc. Even if we are considering a massive
neutrino cosmology, its concentration is well described by the standard formula (3.12) for the
⇤CDM case, as our N-body simulations showed. The quantities f(⌫c) and bc(⌫c) are the ST
mass function and bias, which can also be used in a massive neutrino cosmology [31, 44]
and guarantee that the 2-halo term is well normalized: P

2h
c (k ! 0) ! P

L
c . Figure 2 shows

the cold dark matter power spectrum, as predicted by the halo model, for three different
cosmologies with massive neutrinos,

P
m⌫ = 0.15 eV on top,

P
m⌫ = 0.3 eV in the middle

and
P

m⌫ = 0.6 eV on bottom, and for two different redshifts, z = 0 on the left and z = 1

on the right. The relative difference between our results and N-body simulations is shown
in the bottom part of each plot, where the solid curves are obtained using the cold dark
matter prescription and the thin dashed ones (shown only for z = 0) come from the matter
prescription. The results are in agreement and reinforce the claim of Castorina et al., since
the cold dark matter prescription agrees better with simulations. Using this right procedure
we obtain a very good agreement on large scales, whereas a disagreement around 15 � 20%

level characterizes the intermediate scales k ⇠ 0.2� 2h/Mpc at z = 0, and it increases until
30% at z = 1. On smaller scales, up to k ⇠ 10h/Mpc, the disagreement is below 10% for all
models.
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4.3 Cross Power Spectrum

Here we compute the second term of (4.3), i.e. the cross power spectrum Pc⌫(k). Following
the description adopted in (4.1), the cross power is given by

Pc⌫(k) = FhP
h
c⌫(k) + (1� Fh)P

L
c⌫(k), (4.13)

where P

L
c⌫(k) =

p
Pc(k)P

L
⌫ (k) describes the correlation between the cold field and the linear

component of the neutrino density field, once we assume that the two fields are completely
correlated. This assumption is well motivated on large scales and is a good approximation at
intermediate ones, where this term is supposed to be relevant [29, 31, 40]. The cross power
spectrum between the cold and the clustered neutrino fields can be written in the language
of halo model as P

h
c⌫(k) = P

1h
c⌫ (k) + P

2h
c⌫ (k), with

P

1h
c⌫ (k) =

Z 1

Mcut

dMc n(Mc)
Mc

⇢̄c

M⌫

Fh⇢̄⌫
uc(k|Mc)u⌫(k|Mc) (4.14)

P

2h
c⌫ (k) =

Z 1

0
dM

0
c n(M

0
c)

M

0
c

⇢̄c
uc(k|M 0

c) (4.15)

⇥
Z 1

Mcut

dM

00
c n(M

00
c )

M⌫

Fh⇢̄⌫
u⌫(k|M 00

c )Phh(k|M 0
c,M

00
c ),

where u⌫(k|Mc) is the Fourier transform of the normalized density profiles, ⇢h⌫(r)/M⌫ , of the
⌫-halo with mass M⌫ = M⌫(Mc). Villaescusa-Navarro et al. [40] measured the density contrast
profile of neutrinos around c-halos in simulations, for

P
m⌫ = 0.3, 0.6 eV cosmologies. They

found that it can be well reproduced by the fitting formula

�

sim
⌫ (r) ⌘ ⇢⌫(r)� ⇢̄⌫

⇢̄⌫
=

⇢c(Mc)

1 + [r/rc(Mc)]
↵(Mc)

, (4.16)

where ⇢c, rc and ↵ are functions of the corresponding c-halo mass Mc and they present
different shapes depending on the chosen massive neutrino cosmology (see their figure 10).
This profile was obtained considering all the neutrinos, both the linearly clustered ones (that
we call linear), and the fully non-linearly clustered ones (that we call clustered). Because of
our setup, we define the clustered neutrino profile as

⇢

h
⌫(r) ⌘ �

sim
⌫ (r) ⇢̄⌫ = ⇢⌫(r)� ⇢̄⌫ , (4.17)

which means that we consider as clustered the neutrinos measured around a halo, once the
neutrino background, ⇢̄⌫ , has been subtracted. This is not the accurate procedure, but a
quite good estimation and the resulting profiles are shown in figure 3 together with the NFW
profile of the cold dark matter halos. From these plots we can notice that the neutrino profiles
have lower amplitude than corresponding cold dark matter ones. In analogy with (3.7), we
define the Fourier transfer of the profile as

⇢

h
⌫(k|Mc) =

Z R
v

0
dr 4⇡r

2 sin(kr)

kr

⇢

h
⌫(r) , (4.18)

where we assume that the virial radius of the c- and ⌫-halos are equal. The corresponding
mass is M⌫(Mc) = ⇢

h
⌫(k ! 0|Mc), which is a monotonic growing function in Mc. The cut-off
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This means that we do not consider as clustered neutrinos the ones forming an halo with
mass smaller than the 10% of the mass of background neutrinos enclosed in the same volume.
Therefore, the fraction of clustered neutrinos is given by:

Fh =

1

⇢̄⌫

Z 1

Mcut

dMc n(Mc)M⌫(Mc) . (4.20)

It would be natural to define Mcut as the c-halo mass for which the corresponding M⌫ is
vanishing. This does not happen for the neutrinos profile defined in (4.17) and the definition
in (4.19) gives a convergent value for Fh, i.e. the mass in neutrinos contained in smaller
halos is negligible. This fraction turns out to be very small: Fh = 9.5⇥ 10

�4
, 2.6⇥ 10

�3 forP
m⌫ = 0.3, 0.6 eV, respectively. However, even if small, this neutrino component is very

important for having a good prediction for the cross and neutrinos power spectra at small
scales, as we shall see below.

We use the eqs. (4.7) and (4.10) of the cold dark matter prescription to rewrite P

1h
c⌫ (k)

and P

2h
c⌫ (k) in terms of the peak height

P

1h
c⌫ (k) =

Z 1

Mcut

d⌫c f(⌫c)
M⌫

Fh⇢̄⌫
uc(k|Mc)u⌫(k|Mc) (4.21)
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c f(⌫

0
c) b(⌫

0
c)uc(k|M 0

c) (4.22)
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u⌫(k|M 00

c )P
L
c (k) ,

where the mass function and bias are the usual Sheth-Tormen (ST) ones. Substituting the
last expressions in (4.13) we compute the cross power spectrum for the two different massive
neutrino cosmologies. The results at redshift z = 0 are shown in figure 4. Neither the
linear cross power spectrum (red lines) nor the cross power spectrum between the clustered
cold field and the unclustered component of neutrinos (dot-dashed black lines) can reproduce
simulations at intermediate (k ⇠ 0.2h/Mpc) and up to small scales, for the two neutrino
masses. Instead, our extension of the halo model (solid black line), which accounts for the
clustered component of neutrinos, can describe the main behavior of N-body simulations at
scales smaller than k ⇠ 5h/Mpc. We can notice that the main contribution to the power
spectrum comes from the unclustered component of the neutrino field via P

L
c⌫(k) (dot-dashed

line) at large scales and from the 1-halo term P

1h
c⌫ (k) of the clustered neutrino component at

small scales. The 2-halo term P

2h
c⌫ (k) is not shown because it is small and not relevant at any

scales. To conclude, our model predicts the cross power spectrum from simulation with 30%

accuracy until k ⇠ 1h/Mpc in the
P

m⌫ = 0.3 eV case (left panel). In the
P

m⌫ = 0.6 eV
case (right panel), the accuracy is at the 40% level on scales k < 5h/Mpc.

4.4 Neutrino Power Spectrum

Using the definition of the neutrino density field in equation (4.1), we write the neutrino
power spectrum as

P⌫(k) = F

2
hP

h
⌫ (k) + 2Fh(1� Fh)P

hL
⌫ (k) + (1� Fh)

2
P

L
⌫ (k) , (4.23)

where the auto-power spectrum of the linear component is just the linear power PL
⌫ (k) and the

cross term can be expressed as P hL
⌫ (k) =

p
P

h
⌫ (k)P

L
⌫ (k), once we assumed that the clustered
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Figure 3. Density profile. The left and right panels show the
P

m⌫ = 0.3, 0.6 eV cases, respectively.
Dashed lines depict the NFW profiles of cold dark matter halos with different masses; the solid lines
are the correspondent neutrino profiles.
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Figure 4. Cold dark matter-neutrino cross power spectrum in
P

m⌫ = 0.3 eV (left panel) andP
m⌫ = 0.6 eV (right panel) massive neutrino cosmologies at redshifts z = 0. Black curves show

the cross-power spectrum predicted by the halo model, red lines indicate the linear predictions and
blue and green lines are the results from N-boby simulations with box size L = 200 Mpc/h and
L = 1000 Mpc/h, respectively. The bottom part of each plots shows the relative difference between
the cross-power spectra from the halo model and from simulations.

mass Mcut in (4.14) and (4.15) is a particular c-halo mass, for which the corresponding M⌫

satisfies

M⌫(Mcut) = 0.1⇥ 4⇡⇢̄⌫

3

R

3
v(Mcut). (4.19)
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This means that we do not consider as clustered neutrinos the ones forming an halo with
mass smaller than the 10% of the mass of background neutrinos enclosed in the same volume.
Therefore, the fraction of clustered neutrinos is given by:

Fh =

1

⇢̄⌫

Z 1

Mcut

dMc n(Mc)M⌫(Mc) . (4.20)

It would be natural to define Mcut as the c-halo mass for which the corresponding M⌫ is
vanishing. This does not happen for the neutrinos profile defined in (4.17) and the definition
in (4.19) gives a convergent value for Fh, i.e. the mass in neutrinos contained in smaller
halos is negligible. This fraction turns out to be very small: Fh = 9.5⇥ 10

�4
, 2.6⇥ 10

�3 forP
m⌫ = 0.3, 0.6 eV, respectively. However, even if small, this neutrino component is very

important for having a good prediction for the cross and neutrinos power spectra at small
scales, as we shall see below.

We use the eqs. (4.7) and (4.10) of the cold dark matter prescription to rewrite P

1h
c⌫ (k)

and P

2h
c⌫ (k) in terms of the peak height
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where the mass function and bias are the usual Sheth-Tormen (ST) ones. Substituting the
last expressions in (4.13) we compute the cross power spectrum for the two different massive
neutrino cosmologies. The results at redshift z = 0 are shown in figure 4. Neither the
linear cross power spectrum (red lines) nor the cross power spectrum between the clustered
cold field and the unclustered component of neutrinos (dot-dashed black lines) can reproduce
simulations at intermediate (k ⇠ 0.2h/Mpc) and up to small scales, for the two neutrino
masses. Instead, our extension of the halo model (solid black line), which accounts for the
clustered component of neutrinos, can describe the main behavior of N-body simulations at
scales smaller than k ⇠ 5h/Mpc. We can notice that the main contribution to the power
spectrum comes from the unclustered component of the neutrino field via P

L
c⌫(k) (dot-dashed

line) at large scales and from the 1-halo term P

1h
c⌫ (k) of the clustered neutrino component at

small scales. The 2-halo term P

2h
c⌫ (k) is not shown because it is small and not relevant at any

scales. To conclude, our model predicts the cross power spectrum from simulation with 30%

accuracy until k ⇠ 1h/Mpc in the
P

m⌫ = 0.3 eV case (left panel). In the
P

m⌫ = 0.6 eV
case (right panel), the accuracy is at the 40% level on scales k < 5h/Mpc.

4.4 Neutrino Power Spectrum

Using the definition of the neutrino density field in equation (4.1), we write the neutrino
power spectrum as

P⌫(k) = F

2
hP

h
⌫ (k) + 2Fh(1� Fh)P

hL
⌫ (k) + (1� Fh)

2
P

L
⌫ (k) , (4.23)

where the auto-power spectrum of the linear component is just the linear power PL
⌫ (k) and the

cross term can be expressed as P hL
⌫ (k) =

p
P

h
⌫ (k)P

L
⌫ (k), once we assumed that the clustered
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Figure 5. Neutrino power spectrum in
P

m⌫ = 0.3 eV (left panel) and
P

m⌫ = 0.6 eV (right panel)
massive neutrino cosmologies at redshift z = 0. Black curves show the neutrino power spectrum
predicted by the halo model, red curves indicate the linear predictions and blue and green curves are
the results from N-boby simulations with box size L = 200 Mpc/h and L = 1000 Mpc/h, respectively.
The bottom part of each plots shows the relative difference between the power spectra from the halo
model and from simulations.

and smoothed fields are completely correlated. As for the other fields, the power spectrum
of the non-linearly clustered component can be split in two terms, P h

⌫ (k) = P

1h
⌫ (k) +P

2h
⌫ (k),

with

P

1h
⌫ (k) =

Z 1

Mcut

dMc n(Mc)
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where all the quantities have already been defined in Sec. 4.3. Once again we apply the cold
dark matter prescription yielding

P
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Next, we compute the neutrino power spectrum P⌫(k) at redshift z = 0 for two massive
neutrino cosmologies with

P
m⌫ = 0.3 and 0.6 eV. The encouraging results are shown in

figure 5: the disagreement with simulations is below 20% until k ⇠ 0.7 h/Mpc for the
P

m⌫ =

0.3 eV case (left panel), whereas it is under 30% until k ⇠ 1.5 h/Mpc for the
P

m⌫ = 0.6 eV
case (right panel).
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Figure 5. Neutrino power spectrum in
P

m⌫ = 0.3 eV (left panel) and
P

m⌫ = 0.6 eV (right panel)
massive neutrino cosmologies at redshift z = 0. Black curves show the neutrino power spectrum
predicted by the halo model, red curves indicate the linear predictions and blue and green curves are
the results from N-boby simulations with box size L = 200 Mpc/h and L = 1000 Mpc/h, respectively.
The bottom part of each plots shows the relative difference between the power spectra from the halo
model and from simulations.
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