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Extreme-mass-ratio inspirals: 
EMRIs
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Why studying EMRIs

• very long time scale 

• SNR 20 up to z=0.7, dozens/year 

• studying physics near horizon of SMBH 

• testing gravitation theory 

• Cosmology



Extreme	Mass	Ra-o	Inspirals	

45	

•  SNR	20	up	to	z	≈	0.7	for	105-106	M�	
•  Dozens	of	events	per	year	
•  Mass,	spin	to	0.1%	–	0.01	%	
•  Quadrupole	moment		

to	<	0.001	M�3G2/c4	
	

•  Do	Black	Holes	have	hair?	
– New	objects	in	General	Rela-vity	

•  Boson	Stars,	Gravastars,	non-Kerr	solu-ons	(e.g.	Manko-Novikov)	
– Devia-ons	from	General	Rela-vity	

•  Chern-Simons,	Scalar-Tensor,	light	scalar	fields	(axions)	and	black	
hole	bomb	instabili-es	

•  Each	has	specific	GW	fingerprint!	
From Danzmann, 2017 May 25, Beijing



Firstly, we should have huge 
numbers of waveform templates of 

EMRIs with high accuracy.

Challenge:



GW150914:  20, 4.6               24, 5.1 

GW151226:       ?                   13, 5.0 

� �

�

The role of waveform templates  
Matched filtering: find GWs from noise

from 35 Hz to a peak amplitude at 450 Hz. The signal-to-
noise ratio (SNR) accumulates equally in the early inspiral
(∼45 cycles from 35 to 100 Hz) and late inspiral to merger
(∼10 cycles from 100 to 450 Hz). This is different from the
more massive GW150914 binary for which only the last 10
cycles, comprising inspiral and merger, dominated the
SNR. As a consequence, the parameters characterizing
GW151226 have different precision than those of
GW150914. The chirp mass [26,45], which controls the
binary’s evolution during the early inspiral, is determined
very precisely. The individual masses, which rely on
information from the late inspiral and merger, are measured
far less precisely.
Figure 1 illustrates that the amplitude of the signal is less

than the level of the detector noise,where themaximum strain
of the signal is 3.4þ0.7

−0.9 × 10−22 and 3.4þ0.8
−0.9 × 10−22 in LIGO

Hanford and Livingston, respectively. The time-frequency
representation of the detector data shows that the signal is not
easily visible. The signal is more apparent in LIGO Hanford
where the SNR is larger. The SNR difference is predomi-
nantly due to the different sensitivities of the detectors at the
time. Only with the accumulated SNR frommatched filtering
does the signal become apparent in both detectors.

III. DETECTORS

The LIGO detectors measure gravitational-wave strain
using two modified Michelson interferometers located in
Hanford, WA and Livingston, LA [2,3,46]. The two
orthogonal arms of each interferometer are 4 km in length,
each with an optical cavity formed by two mirrors acting as
test masses. A passing gravitational wave alters the

FIG. 1. GW151226 observed by the LIGO Hanford (left column) and Livingston (right column) detectors, where times are relative to
December 26, 2015 at 03:38:53.648 UTC. First row: Strain data from the two detectors, where the data are filtered with a 30–600-Hz
bandpass filter to suppress large fluctuations outside this range and band-reject filters to remove strong instrumental spectral lines [46].
Also shown (black) is the best-match template from a nonprecessing spin waveform model reconstructed using a Bayesian analysis [21]
with the same filtering applied. As a result, modulations in the waveform are present due to this conditioning and not due to precession
effects. The thickness of the line indicates the 90% credible region. See Fig. 5 for a reconstruction of the best-match template with no
filtering applied. Second row: The accumulated peak signal-to-noise ratio (SNRp) as a function of time when integrating from the start of
the best-match template, corresponding to a gravitational-wave frequency of 30 Hz, up to its merger time. The total accumulated SNRp

corresponds to the peak in the next row. Third row: Signal-to-noise ratio (SNR) time series produced by time shifting the best-match
template waveform and computing the integrated SNR at each point in time. The peak of the SNR time series gives the merger time of
the best-match template for which the highest overlap with the data is achieved. The single-detector SNRs in LIGO Hanford and
Livingston are 10.5 and 7.9, respectively, primarily because of the detectors’ differing sensitivities. Fourth row: Time-frequency
representation [47] of the strain data around the time of GW151226. In contrast to GW150914 [4], the signal is not easily visible.
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Recognize the parameters of binaries

EOBNR



EMRIs : Calculation method of waveforms
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Teukolsky equation

energy flux, waveform
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Describe the orbit of small body

Buonanno & Damour, 1999, 2000, ……

Two-body problem one-body problem

Effective-one-body (EOB) dynamics

m1 m2
M = m1 +m2

µ = m1m2/M



EOB formalism: dynamics

IV. ORBITAL EVOLUTION AND WAVEFORM

During the inspiralling process, the orbit of small body is semi-circular, and the frequency-

domain Teukolsky based waveform is highly accurate in this process. As discussed in the

last section, we use the 10th polynomials to replace the original numerical Teukolsky fluxes

and waveforms. For producing the 10th polynomials, firstly we need flux and waveform data

of the 11 points during the evolution. These data are calculated by the Teukolsky equation.

The start and end point of evolution must be chosen, the left nine points distribute averagely

based on the distance in this work. Calculating the Teukolsky-based fluxes and waveforms

at 11 points numerically only costs few seconds by a desktop.

By using the data on these 11 points, we can give out the 10th polynomials immedi-

ately. Then with the flux-polynomials at hand, we can use the EOB dynamics to do the

orbital evolution in a very fast way. The well-known EOB formalism was first introduced

by Buonanno and Damour more than ten years ago to model comparable-mass black hole

binaries [37, 38], and was also applied in small mass-ratio systems [14, 17–19, 39, 40]. The

EOB dynamical evolution equations under radiation reaction for a quasi-circular orbit can

be given as [41, 42]

ṙ =
@HEOB

@pr
, (22)

�̇ =
@HEOB

@p�
, (23)

ṗr = �@HEOB

@r
+ F�

pr
p�

, , (24)

ṗ� = F�, (25)

where F� = Ė/�̇, and Ė is the energy-flux of gravitational radiation. For a non-spinning

test particle, the Hamiltonian is

HNS = �ipi + ↵
p
µ2 + �ijpipj, (26)

where µ is the mass of particle and

↵ =
1p
�gtt

, (27)

�i =
gti

gtt
, (28)

�ij = gij � gtigtj

gtt
, (29)
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radiation reaction

IV. ORBITAL EVOLUTION AND WAVEFORM

During the inspiralling process, the orbit of small body is semi-circular, and the frequency-

domain Teukolsky based waveform is highly accurate in this process. As discussed in the

last section, we use the 10th polynomials to replace the original numerical Teukolsky fluxes

and waveforms. For producing the 10th polynomials, firstly we need flux and waveform data

of the 11 points during the evolution. These data are calculated by the Teukolsky equation.

The start and end point of evolution must be chosen, the left nine points distribute averagely

based on the distance in this work. Calculating the Teukolsky-based fluxes and waveforms

at 11 points numerically only costs few seconds by a desktop.

By using the data on these 11 points, we can give out the 10th polynomials immedi-

ately. Then with the flux-polynomials at hand, we can use the EOB dynamics to do the

orbital evolution in a very fast way. The well-known EOB formalism was first introduced

by Buonanno and Damour more than ten years ago to model comparable-mass black hole

binaries [37, 38], and was also applied in small mass-ratio systems [14, 17–19, 39, 40]. The

EOB dynamical evolution equations under radiation reaction for a quasi-circular orbit can

be given as [41, 42]
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ṗr = �@HEOB

@r
+ F�

pr
p�

, , (24)
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HS = HSO +HSS
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where u & 1=r. Reference [34] suggested rewriting the
quantity !uðuÞ as
!uðuÞ ¼ "!uðuÞ½1þ "!0 þ " logð1þ !1uþ !2u

2

þ !3u
3 þ!4u
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where !i with i ¼ 1, 2, 3, 4 are explicitly given in
Eqs. (5.77)–(5.81) of Ref. [34], and

"!uðuÞ ¼ !2
Kerr

!
u% 1

rEOBþ

"!
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rEOB%

"
; (9a)

rEOB) ¼
!
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Kerr

q "
ð1% K"Þ: (9b)

Here, rEOB) are radii reducing to those of the Kerr event and
Cauchy horizons when the EOB adjustable parameter K
goes to zero. The logarithm in Eq. (8) was introduced in
Ref. [34] to quench the divergence of the powers of u at
small radii. Its presence also allows the existence of an
ISCO, a photon circular orbit (or light-ring), and a maxi-
mum in the orbital frequency during the plunge. The
reason for modeling !uðuÞ with Eq. (8) instead of using
the Padé summation of !uðuÞ, as proposed in Ref. [32], is
threefold. First, we did not want to use the Padé summation
of!uðuÞ because Ref. [25] found that for certain regions of
the parameter space spurious poles can appear. Second,
although we could have applied the Padé summation only
to AðuÞ and used the Padé potential AðuÞ calibrated to
nonspinning waveforms in Ref. [27], we want to take
advantage of the good properties of the potential (8) during
the late inspiral, as found in Ref. [34]. Third, we find it
useful to develop a variant of the EOB potential so that in
the future we can test how two different EOB potentials
(both calibrated to NR waveforms at high frequency) com-
pare at low frequency.

Furthermore, for the potential !r at 3PN order entering
the EOB metric components (5.36) in Ref. [34], we choose

!rðuÞ ¼ !tðuÞD%1ðuÞ; (10a)

D%1ðuÞ ¼ 1þ log½1þ 6"u2 þ 2ð26% 3"Þ"u3(: (10b)

Once expanded in PN orders, the EOB Hamiltonian (2)
with the effective Hamiltonian defined in Eq. (5) and the
spin mapping defined in Eqs. (3a) and (3b), reproduces all
known PN orders—at 3PN, 3.5PN and 2PN order in the
nonspinning, spin-orbit and spin-spin sectors, respectively—
except for the spin-spin terms at 3PN and 4PN order, which
have been recently computed in Refs. [50–57]. Furthermore,
in the test-particle limit the real Hamiltonian contains the
correct spin-orbit couplings linear in the test-particle spin, at
all PN orders [33,34].

Let t̂ & t=M. In terms of the reduced Hamiltonian Ĥreal,
the EOB Hamilton equations are given in dimensionless
form by [25]

dr

dt̂
¼ fr; Ĥrealg ¼

@Ĥreal

@p
; (11a)

dp

dt̂
¼ fp; Ĥrealgþ F̂ ¼ %@Ĥreal

@r
þ F̂ ; (11b)

where F̂ denotes the nonconservative force that accounts
for radiation-reaction effects. Following Ref. [13], we use 1

F̂ ¼ 1

"#̂jr* pj
dE

dt
p; (12)

where #̂ & Mjr* _rj=r2 is the dimensionless orbital fre-
quency and dE=dt is the GW energy flux for quasicircular
orbits obtained by summing over the modes ð‘;mÞ as

dE

dt
¼ #̂2

8#

X8

‘¼2

X‘

m¼0

m2

$$$$$$$$
R
M

h‘m

$$$$$$$$
2
: (13)

HereR is the distance to the source, and simply eliminates
the dominant behavior of h‘m. We sum over positive m
modes only since jh‘;mj¼ jh‘;%mj. Expressions for the
modes h‘m are given in the next section. In this paper, we
restrict the calibration to nonprecessing binaries, and thus
we omit the Hamilton equations of the spin variables.
It was demonstrated in previous work [37,58] that by

replacing the radial component of the linear momentum
pr & ðp + rÞ=r with pr, , which is the conjugate momentum
of the EOB tortoise radial coordinate r,, one can improve
the numerical stability of the EOB equations of motion.
This happens because pr diverges when approaching rEOBþ
while pr, does not. In this paper we follow the definition of
the EOB tortoise radial coordinate in Appendix A of
Ref. [25].2 However, when applying the tortoise coordinate
transformation to the quartic term in Eq. (5), we get [25]

Q 4ðpÞ /
p4
r,

r2
D2

!4
t
ðr2 þ !2

KerrÞ4; (14)

which clearly diverges at r ¼ rEOBþ . As in the nonspinning
case [27,37,58], we neglect contributions higher than 3PN
order and rewrite Eq. (14) as

Q 4ðpÞ /
p4
r,

r2
ðr2 þ !2

KerrÞ4; (15)

which is well behaved throughout the EOB orbital
evolution.
Lastly, we integrate the EOB Hamilton equations. In

order to get rid of any residual eccentricity when the

1The over-dot stands for d=dt.
2Note that all the formulas in Appendix A of Ref. [25] are

written in physical dynamical variables, namely R and P, while
here we use reduced variables r and p.

ANDREA TARACCHINI et al. PHYSICAL REVIEW D 86, 024011 (2012)
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EOB formalism: waveforms of circular orbitsFinally, the full (inspiral-plunge-merger-ringdown)
EOB waveform reads

h‘m ¼ hinsp"plunge
‘m !ðt‘mmatch " tÞ þ hmerger"RD

‘m !ðt" t‘mmatchÞ:
(32)

It was noticed in Ref. [23] that when the lowest QNM
frequency is substantially larger than the EOB mode fre-
quency at t‘mmatch, the EOB mode frequency will generally
grow very rapidly to the QNM frequency immediately after
t‘mmatch. Such growth in the EOB frequency is much more
rapid than what is seen in numerical-relativity frequencies.
Moreover, when this happens, the EOB amplitude shows
an unphysical ‘‘second peak’’ shape where the ringdown
amplitude grows for a while before eventually decaying.
The growth of the EOB frequency can be slowed down by
including a pseudo QNM [23] that has a frequency close to
the EOB mode frequency at t‘mmatch and a decay time com-
parable but smaller than the decay time of the least damped
n ¼ 0 QNM. As we shall discuss below, we find it neces-
sary to introduce a pseudo QNM in modeling the EOB
(4, 4) and (5, 5) modes. The pseudo QNM should be
counted as another adjustable parameter of the EOB wave-
form (see Table I). The frequency and decay time of this
pseudo QNM mode are given in Eq. (41).

We have outlined the procedure to match the inspiral
waveform to the merger-ringdown waveform. We would
like now to understand what is the intrinsic error that this
procedure introduces. To answer this question, we build an
inspiral-merger-ringdown waveform where the inspiral
part coincides with the numerical-relativity waveform,

and the merger-ringdown part is built using the EOB
procedure. We then extract the intrinsic error by comparing
it to the numerical-relativity full waveform. The results
for the (2, 2) and (4, 4) modes are shown in Fig. 3. By
construction, the two waveforms agree exactly before the
matching time t‘mmatch, i.e., the time of the peak amplitude.
For h22, the relative amplitude difference and phase differ-
ence during ringdown are about 10% and 0.1 rad. These are
reasonable intrinsic errors for the EOB model and are
comparable to systematic errors in the best existing ana-
lytical models [23,31]. For h44, the pseudo QNM reduces
the amplitude and phase differences substantially to the
level of 50% (when the ringdown amplitude is below 10%
of the peak amplitude) and 0.6 rad. Although the differ-
ences are not as small as those of h22, they are for now
acceptable considering the relatively small amplitude of
h44 compared to h22, at least for the mass ratios considered
in this paper. So, in the following we shall not attempt to
over-calibrate the EOB h44 model to obtain smaller differ-
ences against the numerical results.
The intrinsic error depends on the procedure to match

the inspiral waveform to the merger-ringdown waveform.
In particular, it depends on the choice of t‘mmatch and !t

‘m
match,

as well as the continuity conditions we impose on the
points sampled from t‘mmatch "!t‘mmatch to t‘mmatch. In Fig. 3,
the results are optimized only over!t‘mmatch. To find the best
matching procedure, in principle, we should optimize over
both t‘mmatch and !t‘mmatch, and consider options that sample
points and impose continuity conditions in different ways.
Since the relation between the intrinsic error and all these
parameters is not straightforward, we decide to refrain
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FIG. 3 (color online). Amplitude (in units of M=R) and frequency (in units of 1=M) comparison between the full ‘‘NR’’ waveform
and the ‘‘NRþ QNM’’ waveform generated by attaching QNMs to the inspiral-plunge numerical waveform. We show also the relative
amplitude and phase differences. In the left panel, we compare h22. In the right panel, we compare the numerical h44 mode with two
‘‘NRþ QNM’’ modes. One of them is generated by attaching the physical QNMs, the other is generated by attaching both the physical
QNMs and the pseudo QNM. The former is very different from the numerical-relativity mode and we do not show their amplitude and
phase differences. All h44 amplitudes have been multiplied by a factor of 20, so that they are more visible. The horizontal axis is the
retarded time in the numerical-relativity simulation.
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with the definition "̂ ' d!=dt̂ ' M". The initial con-
ditions for the EOB Hamilton equations will be discussed
in Sec. II D. Furthermore, for the ! component of
the radiation-reaction force we use a non-Keplerian
radiation-reaction force3

nKF̂! ¼ % 1

!v3
"

dE

dt
; (11)

where v" ' "̂1=3, and dE=dt is the gravitational-wave
energy flux for quasicircular orbits obtained by summing
over the gravitational-wave modes (l, m). We use

dE

dt
¼ v6

"

8"

X7

‘¼2
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m¼‘%2

m2

""""""""
R
M

h‘m

""""""""
2
: (12)

Note that because jh‘;mj ¼ jh‘;%mj, we extend the sum over
positive m modes only. Moreover, for the cases studied in
this paper, including more modes in the summation has a
negligible effect on the energy flux. Specifically, if we sum
‘ through ‘ ¼ 8 and sum m ¼ 0; . . . ; ‘, the gravitational-
wave phase of the EOB (2, 2) mode changes by less than
0.01 rad at merger, which is negligible compared to the
phase error of numerical-relativity modes. We find that the
dominant computational cost in generating the EOB wave-
forms is the calculation of the energy flux. The choice of
modes (‘, m in Eq. (12) saves us about a third of the
computational time when compared to the case where
the sum extends up to ‘ ¼ 8, and runs over m ¼ 0; . . . ; ‘.
The explicit expression of the modes h‘m is given below, in
Secs. II B and II C.

B. EOB waveform: inspiral and plunge

Having described the inspiral and plunge dynamics, we
now turn to the gravitational-wave modes h‘m. The latter
can be employed to compute consistently the inspiral
dynamics through the radiation-reaction force [31] [see
Eq. (12)]. The inspiral and plunge EOBmodes are given by

hinsp%plunge
‘m ¼ hF‘mN‘m; (13)

where the N‘m describe effects that go beyond the
quasicircular assumption and will be defined below [see
Eq. (22)], and the hF‘m are the factorized resummed modes.
In the nonspinning case, Refs. [23,31] have shown that the
resummed, factorized modes proposed in Ref. [30] are in
excellent agreement with the numerical waveforms
[29,34]. We have [30],

hF‘m ¼ hðN;#Þ
‘m Ŝð#ÞeffT‘me

i$‘mð%‘mÞ‘; (14)

where # denotes the parity of the multipolar waveform.

# ¼
(
0; ‘þm is even

1; ‘þm is odd
: (15)

The leading term in Eq. (14), hðN;#Þ
‘m , is the Newtonian

contribution

hðN;#Þ
‘m ¼ M!

R
nð#Þ‘mc‘þ#ð!ÞV‘

!Y
‘%#;%m

#
"

2
;!

$
; (16)

where R is the distance from the source; the Y‘mð#;!Þ
are the scalar spherical harmonics; the functions nð#Þ‘m and
c‘þ#ð!Þ are explicitly given in Appendix B [see Eqs. (B7)
and (B8)]. Moreover, for reasons that will be explained in
Sec. III E, we choose

V‘
! ¼ vð‘þ#Þ

! ð‘;mÞ ! ð2; 1Þ; ð4; 4Þ; (17a)

V‘
! ¼ 1

r"
vð‘þ#%2Þ
! ð‘;mÞ ¼ ð2; 1Þ; ð4; 4Þ; (17b)

with v! and r" defined by [22]

v! ' "̂r" ' "̂r½c ðr; p!Þ)1=3 (18)

and

c ðr; p!Þ ¼
2
%
1þ 2!

& ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A1
5ðrÞð1þ p2

!=r
2Þ

q
% 1

'(

r2dA1
5ðrÞ=dr

: (19)

The quantity p! in the above equation is the dynamical p!

being used in the evolution, contrary to the choice made in
Ref. [22] where p! was chosen to satisfy the circular-orbit

condition. The function Ŝð#Þeff in Eq. (14) is an effective
source term that in the circular-motion limit contains a
pole at the EOB light ring. It is given in terms of the EOB
dynamics as

Ŝð#Þeffðr; pr$ ; p!Þ ¼
(
Ĥeffðr; pr$ ; p!Þ; # ¼ 0;

L̂eff ¼ p!v"; # ¼ 1;
(20)

where Ĥeffðr; pr$ ; p!Þ can be read from Eq. (3). The factor
T‘m in Eq. (14) resums the leading-order logarithms of tail
effects, it reads

3Note that Eq. (11) is only implicitly non-Keplerian, in con-
trast to similar expressions in other papers which explicitly
introduce non-Keplerian terms. In this case, the non-Keplerian
behavior is hidden in the wave amplitudes h‘m, as described in
the following section.
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¼ @Ĥreal

@p!
ðr; pr$ ; p!Þ; (10b)

dpr$

dt̂
¼ % A1

5ðrÞffiffiffiffiffiffiffiffiffiffiffiffi
D0

3ðrÞ
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; (10c)

dp!

dt̂
¼ nKF̂!; (10d)

with the definition "̂ ' d!=dt̂ ' M". The initial con-
ditions for the EOB Hamilton equations will be discussed
in Sec. II D. Furthermore, for the ! component of
the radiation-reaction force we use a non-Keplerian
radiation-reaction force3

nKF̂! ¼ % 1

!v3
"

dE

dt
; (11)

where v" ' "̂1=3, and dE=dt is the gravitational-wave
energy flux for quasicircular orbits obtained by summing
over the gravitational-wave modes (l, m). We use

dE

dt
¼ v6

"

8"

X7
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""""""""
R
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""""""""
2
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Note that because jh‘;mj ¼ jh‘;%mj, we extend the sum over
positive m modes only. Moreover, for the cases studied in
this paper, including more modes in the summation has a
negligible effect on the energy flux. Specifically, if we sum
‘ through ‘ ¼ 8 and sum m ¼ 0; . . . ; ‘, the gravitational-
wave phase of the EOB (2, 2) mode changes by less than
0.01 rad at merger, which is negligible compared to the
phase error of numerical-relativity modes. We find that the
dominant computational cost in generating the EOB wave-
forms is the calculation of the energy flux. The choice of
modes (‘, m in Eq. (12) saves us about a third of the
computational time when compared to the case where
the sum extends up to ‘ ¼ 8, and runs over m ¼ 0; . . . ; ‘.
The explicit expression of the modes h‘m is given below, in
Secs. II B and II C.

B. EOB waveform: inspiral and plunge

Having described the inspiral and plunge dynamics, we
now turn to the gravitational-wave modes h‘m. The latter
can be employed to compute consistently the inspiral
dynamics through the radiation-reaction force [31] [see
Eq. (12)]. The inspiral and plunge EOBmodes are given by

hinsp%plunge
‘m ¼ hF‘mN‘m; (13)

where the N‘m describe effects that go beyond the
quasicircular assumption and will be defined below [see
Eq. (22)], and the hF‘m are the factorized resummed modes.
In the nonspinning case, Refs. [23,31] have shown that the
resummed, factorized modes proposed in Ref. [30] are in
excellent agreement with the numerical waveforms
[29,34]. We have [30],

hF‘m ¼ hðN;#Þ
‘m Ŝð#ÞeffT‘me

i$‘mð%‘mÞ‘; (14)

where # denotes the parity of the multipolar waveform.

# ¼
(
0; ‘þm is even

1; ‘þm is odd
: (15)

The leading term in Eq. (14), hðN;#Þ
‘m , is the Newtonian

contribution
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where R is the distance from the source; the Y‘mð#;!Þ
are the scalar spherical harmonics; the functions nð#Þ‘m and
c‘þ#ð!Þ are explicitly given in Appendix B [see Eqs. (B7)
and (B8)]. Moreover, for reasons that will be explained in
Sec. III E, we choose
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! ð‘;mÞ ! ð2; 1Þ; ð4; 4Þ; (17a)
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with v! and r" defined by [22]
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The quantity p! in the above equation is the dynamical p!

being used in the evolution, contrary to the choice made in
Ref. [22] where p! was chosen to satisfy the circular-orbit

condition. The function Ŝð#Þeff in Eq. (14) is an effective
source term that in the circular-motion limit contains a
pole at the EOB light ring. It is given in terms of the EOB
dynamics as

Ŝð#Þeffðr; pr$ ; p!Þ ¼
(
Ĥeffðr; pr$ ; p!Þ; # ¼ 0;

L̂eff ¼ p!v"; # ¼ 1;
(20)

where Ĥeffðr; pr$ ; p!Þ can be read from Eq. (3). The factor
T‘m in Eq. (14) resums the leading-order logarithms of tail
effects, it reads

3Note that Eq. (11) is only implicitly non-Keplerian, in con-
trast to similar expressions in other papers which explicitly
introduce non-Keplerian terms. In this case, the non-Keplerian
behavior is hidden in the wave amplitudes h‘m, as described in
the following section.
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C. EOB waveform: merger and ringdown

The procedure of building the merger-ringdown wave-
form in the EOB approach has improved over the years
[12,19,20,23,28,29,54]. For each mode (‘, m) we have

hmerger!RD
‘m ðtÞ ¼

XN!1

n¼0

A‘mne
!i!‘mnðt!t‘mmatchÞ; (28)

where n is the overtone number of the Kerr quasinormal
mode (QNM),N is the number of overtones included in our
model, and A‘mn are complex amplitudes to be determined
by a matching procedure described below. The quantity
!‘mn ¼ !‘mn ! i="‘mn, where the oscillation frequencies
!‘mn > 0 and the decay times "‘mn > 0, are numbers
associated with each QNM. The complex frequencies are
known functions of the final black-hole mass and spin and
can be found in Ref. [55].

In this paper we model the ringdown modes as a linear
combination of eight QNMs, i.e., N ¼ 8. Mass and spin of
the final black holeMf and af are computed from numeri-
cal data for mass ratios q ¼ 1, 2, 3, 4 and 6. Notably, we
employ the fitting formula obtained by fitting the numeri-
cal results of Mf and af

Mf

M
¼ 1þ

0
@

ffiffiffi
8

9

s
! 1

1
A#! 0:4333#2 ! 0:4392#3; (29a)

af
Mf

¼
ffiffiffiffiffiffi
12

p
#! 3:871#2 þ 4:028#3: (29b)

The above formula differs from the analogous fitting for-
mula given in Ref. [20] by <0:3% in Mf and <2% in af,
because of the more accurate numerical data used here.

The complex amplitudes A‘mn in Eq. (28) are deter-
mined by matching the EOB merger-ringdown waveform
(28) with the EOB inspiral-plunge waveform (13). In order

to do this, N independent complex equations are needed.
In Ref. [23] we introduced the hybrid-comb matching in
which N equations are obtained at N ! 4 points evenly
sampled in a small time interval!t‘mmatch ended at t

‘m
match, and

we imposed the condition that the inspiral-plunge and
merger-ringdown waveforms coincide at the N ! 4 points
and their first- and second-order time derivatives coincide
at the first and the last points. Unlike in Ref. [23], we no
longer demand second-order time derivatives of the wave-
forms to coincide anywhere in order to improve the nu-
merical stability of the matching procedure. Instead, we
impose equality of the waveform at N ! 2 points evenly
sampled from t‘mmatch ! !t‘mmatch to t‘mmatch, and we require
continuity of the first-time derivative of the waveforms at
t‘mmatch ! !t‘mmatch and t‘mmatch, i.e.,

hinsp!plunge
‘m

"
t‘mmatch !

k

N ! 3
!t‘mmatch

#

¼ hmerger!RD
‘m

"
t‘mmatch !

k

N ! 3
!t‘mmatch

#
;

ðk ¼ 0; 1; 2; . . . ; N ! 3Þ;

(30)

and

_h insp!plunge
‘m

"
t‘mmatch !

k

N ! 3
!t‘mmatch

#

¼ _hmerger!RD
‘m

"
t‘mmatch !

k

N ! 3
!t‘mmatch

#
;

ðk ¼ 0 and N ! 3Þ;

(31)

The matching time t‘mmatch is fixed to be the peak of the EOB
h‘m mode, i.e., t‘mmatch ¼ t"peak þ!t‘mpeak. The matching inter-

val !t‘mmatch is an adjustable parameter that we fix by re-
ducing the difference against numerical merger-ringdown
modes (see Table I).
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FIG. 2 (color online). We compare the numerical-relativity and EOB h22 amplitudes with and without the NQC corrections N‘m

given in Eq. (22). We also plot the numerical and EOB gravitational frequency of the (2, 2) mode and twice the EOB orbital frequency.
The left panel refers to q ¼ 1 and the right panel to q ¼ 6. The horizontal axis is the retarded time in the numerical-relativity
simulation. The vertical lines mark the peaks of the numerical-relativity h22 amplitudes.
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factorized waveform



where r r,a b are the boundaries of the calculation area and n¢ is the total number of nodes, and
i goes from 0 to n′−1.

In figures 1 and 2, we compare the fitted polynomials of different orders with the
factorized-resummation PN fluxes. We can find that the 6th-order polynomials do not have
good performance, but the factorized-resummation PN fluxes which are used in the EOB
model perform worst. Both the 10th and 12th-order polynomial can fit very well to the
numerical Teukolsky-based fluxes. It is assumed that eLISA will observe gravitational waves
of EMRIs at a typical frequency 10 Hz2~ and the total wave cycle is about N 105~ for
one yr. Thus, the relative error of energy luminosity required to establish the accuracy for the
cycle N 1-D must be 10 5- - in circular orbit cases [41]. Therefore, the 6th-order poly-
nomials cannot satisfy the requirement of accuracy. The 8th-order one is at the edge of this
requirement. Both the 10th and 12th-order polynomials can meet this accuracy requirement.
We also observe that the 10th and 12th-order polynomials for a = 0.9 do not perform as well
as the other cases, especially approaching the inner boundary (see figures 1 and2). This is
because for the cases of a approaching 1, the energy fluxes increase very steeply when the
small body approaches the ISCO which is very close to the horizon. This problem should be
solved if we decompose the domain and use piecewise polynomials. Nevertheless, the 10th-
order polynomial fluxes are still much better than the PN ones, and can meet the require-
ment well.

Figure 1. Comparing the 6th, 8th, 10th, 12th polynomials and factorized PN energy
fluxes to infinity for a 0.9, 0.7, 0, 0.9= - (from left to right, top to bottom). ĖD ¥ is
the difference between the fitted polynomials or PN energy fluxes with the accurate
numerical Teukolsky date Ė¥.
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Accuracy requirement of EMRIs

• A typical EMRIs have            cycles  

• During the inspirals, for dephase less than 2pi, one 
asks  

• So for typical mass-ratio 10^5, the relative 
precision should be 10^-5.  

• F-R PN waveforms break down even for circular 
orbits

M/µ
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Highly accurate and efficient waveforms
• Numerical simulations are inefficient; 

• We try to work on semi-analytical models 

• Yunes et al., 2011
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the Teukolsky equation, the discretization of the orbital
phase space, and its cubic-spline interpolation. All of
these amount to errors of order 10−14. All in all and in
terms of GW phase, the Teukolsky-based waveforms are
accurate to at least 10−2 rads. during an entire year of
evolution.

III. CALIBRATING THE TEST-PARTICLE
ENERGY FLUX

We consider here a calibrated EOB model that is built
from the hℓm functions in Eq. (17), but in which higher-
order PN terms are included in the functions ρℓm and
are calibrated to the numerical results. In particular, we
write

ρ22Cal = ρ22 +
[
a(9,1)22 + b(9,1)22 eulerlog2v

2
]
q̄ v9

+
[
a(12,0)22 + b(12,0)22 eulerlog2v

2
]
v12 ,

ρ33Cal = ρ33 +
[
a(8,2)33 + b(8,2)33 eulerlog3v

2
]
q̄2 v8

+
[
a(10,0)33 + b(10,0)33 eulerlog3v

2
]
v10 , (24)

where (a(N,M)
ℓm , b(N,M)

ℓm ) are eulerlog-independent and
eulerlog-dependent calibration coefficients that enter the
(ℓ,m) mode at O(vN ) and proportional to q̄M . As in
Refs. [45, 46] the euler-log function is defined as

eulerlogm(x) = γE + log
(
2m

√
x
)
, (25)

where γE = 0.577215 . . . is Euler’s constant. Notice that
we have introduced 4 calibration parameters in the non-
spinning sector of the flux and 4 in the spinning sector.
The spin parameter q̄ denotes here the spin of the back-
ground. When we neglect mass-ratio terms, we choose
q̄ = q1. However, when we switch on the mass-ratio
terms we have an ambiguity on the choice of q̄. Follow-
ing Ref. [46] we choose q̄ = q, where q is the deformed-
Kerr spin parameter defined in Appendix C. Note that
since q = q1 + O(m2/m1), these choices are identical in
the test-particle limit, which is when the energy flux is
calibrated.
The choice of calibrating function in Eq. (24) is rather

special and requires further discussion. We have cho-
sen this function so that leading-order corrections in the
two dominant GW modes, (2, 2) and (3, 3), are included.
Higher (ℓ,m) modes contribute significantly less to the
GW and its associated flux. In each mode, we have in-
cluded the leading-order unknown terms that are both
q-independent and q-dependent. Since q-independent
terms in ρℓm are known to much higher order (5.5PN)
than the q-dependent ones (4PN) in the test-particle
limit [24, 64, 65], spin-independent calibration coeffi-
cients enter at a much higher PN order. The spin-
dependence of the calibration terms is inferred from
known terms at lower PN orders. We have investigated
many functional forms for the calibrating functions, with

a varying number of degrees of freedom, and found the
one above to be optimal in the class studied.
The introduction of 8 additional calibration terms

might seem like a lot. In Ref. [52], the knowledge of
non-spinning terms up to 5.5 PN order was found to be
crucial to obtain a sufficiently good agreement in the flux.
Moreover, only 4 additional calibration terms (2 at 6PN
order in ρ22 and 2 at 5PN order in ρ33) were needed to
reach a phase agreement of 1 rad after two years of evolu-
tion. Similarly here, we expect that if the remaining 4.5,
5, and 5.5 PN order terms were calculated in the test-
particle limit when the central black carries a spin, then
the flux would also improve, requiring a smaller number
of calibration parameters. It is quite likely that those
higher-order PN terms will be computed in the near fu-
ture, as they involve dramatically less complicated cal-
culations than PN terms in the comparable-mass case.
Having in hand an improved GW energy flux carried

away to infinity, this must be enhanced with expressions
for the GW energy flux that is absorbed by the back-
ground BH. We do so here by simply adding the Taylor-
expanded form of the latter (see Appendix B) to the flux
of Eq. (15). The BH absorption terms in the GW energy
flux depend on polygamma functions, which are compu-
tationally expensive to evaluate. We have empirically
found that expanding this function in q ≪ 1 to 30th
order is a sufficiently good approximation for our pur-
poses. When performing computationally expensive cal-
culations (like the fits described below) we shall employ
such expansions, but when solving for the orbital phase
and when computing the waveforms we shall return to
the full polygamma expressions.
The resulting EOB energy flux, including BH absorp-

tion terms, is then calibrated via a two-dimensional,
least-squares minimization relative to numerical data ob-
tained from Teukolsky-based calculations. The fitting
routine is two dimensional because when considering EM-
RIs about spinning backgrounds, the flux depends on two
independent variables: the orbital velocity (or frequency
or separation) and the spin of the background. This, in
turn, increases the number of points that need to be used
by more than an order of magnitude to properly calibrate
Eq. (24). In all fits, we have assumed a data variance of
10−11 for all velocities and spins and we have required a
relative accuracy of one part in 108. Since the data is now
two-dimensional, one must search for a global minimum
in (q, v) space. After doing so, we find the calibration
parameters

a(9,1)22 = −3.1092 , b(9,1)22 = −18.786 , (26)

a(12,0)22 = 493.08 , b(12,0)22 = −247.89 , (27)

a(8,2)33 = −17.310 , b(8,2)33 = 22.500 , (28)

a(10,0)33 = −113.01 , b(10,0)33 = 28.125 , (29)

The computational cost of the calibrations performed
in this paper is much larger than those carried out in
Ref. [52] for the following reasons. First, we consider
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FIG. 1. Fractional difference between PN and Teukolsky-
based fluxes as a function of velocity for spins q = (0.5, 0.9)
(top) and q = (−0.9,−0.5, 0.0) (bottom). The dotted curves
employ the Taylor-expanded PN flux with BH absorption
terms, while the dashed and solid curves use the uncalibrated
and calibrated ρ-resummed fluxes with BH absorption terms
respectively.

twice as many calibration parameters as in Ref. [52],
increasing the dimensionality of the fitting space. Sec-
ond, global minimization routines require non-trivial al-
gorithms that are numerically more expensive than those
employed in one-dimensional minimizations. Third, the
amount of data fitted increases by at least one order of
magnitude, due to the intrinsic bi-dimensionality of the
problem. Combining all of this, the computational cost
of performing the calibration is now more than 100 times
larger than in Ref. [52]. Even then, however, these fits re-
quire O(10) CPU minutes to complete. Once they have
been carried out, this calculation does not need to be
repeated again in the waveform modeling.
Figure 1 plots the fractional difference between the

analytical GW energy flux and that computed with
Teukolsky-based waveforms as a function of velocity,
from an initial value of v/c = 0.01 to the veloc-
ity at the ISCO, for five different spin values: q =
(−0.9,−0.5, 0.0, 0.5, 0.9). All comparisons are here nor-
malized to the Newtonian value of the flux FNewt =
32/5ν2v10. The different curve styles differentiate be-
tween analytical models: the dotted curves use the total,
uncalibrated Taylor-expansion; the dashed curves use the
uncalibrated ρ-resummed flux with BH absorption terms;
the solid curves use the calibrated ρ-resummed flux with
BH absorption terms. Notice that the calibrated model
does better than the other two by at least two orders of
magnitude near the ISCO for all spin-values.
Several interesting conclusions can be drawn from

Fig. 1. First, as obtained in Ref. [46] the uncalibrated
ρ-resummed model is better than the Taylor-expanded
version of the flux, by up to nearly an order of magni-
tude at the ISCO for all spins. In turn, the calibrated
model is better than the uncalibrated one by one to two

orders of magnitude near ISCO for all spins. One could
also calibrate the Taylor-expanded flux (not shown in
Fig. 1), but this would not produce such good agreement
in the entire (v, q) space. This is clearly because the un-
calibrated ρ-resummed model is more accurate than the
Taylor one, and thus the calibration terms have to do
less work to improve the agreement. For the calibrated
Taylor and ρ-resummed models to become comparable
in accuracy one would have to include up to at least 16
calibration coefficients in the Taylor model.
The inclusion of BH absorption coefficients is crucial

to obtain good agreement with the full Teukolsky-based
flux, a result that was not obvious for the case of non-
spinning EMRIs. Figure 2 plots the fractional differ-
ence between the uncalibrated EOB GW energy flux and
Teukolsky-based one as a function of velocity for five dif-
ferent spin values: q = (−0.9,−0.5, 0.0, 0.5, 0.9), from an
initial value of v/c = 0.01 at the ISCO, for five differ-
ent spin values: q = (−0.9,−0.5, 0.0, 0.5, 0.9). For these
cases, we have vISCO = (0.343, 0.367, 0.408, 0.477, 0.609).
The solid curves use the uncalibrated EOB model includ-
ing the Taylor-expanded BH absorption contributions,
while the dotted curves do not. For the non-spinning
case, observe that there is a very small difference (smaller
than 10−2) between adding the BH absorption terms or
not.
For the spinning cases, however, this is not the case.

For rapidly spinning backgrounds, adding the BH ab-
sorption terms improves the agreement by an order of
magnitude. Presumably, resumming these terms in a
multipolar-factorized manner would improve the agree-
ment even more. The BH absorption terms play a much
larger role in the spinning case because spin changes the
PN order at which absorption enters in the energy flux.
These terms enter at 4PN order for Schwarzschild black
holes, but at 2.5PN order for non-zero spin. This change
of order has a very large and important impact on the
system’s evolution.
The inclusion of calibration parameters to improve

the agreement of PN-inspired fluxes and Teukolsky-based
ones for EMRIs is certainly not new. In Ref. [32], a sim-
ilar, PN-inspired calibration was carried out for circular-
inclined orbits (and more generic ones). Before calibra-
tion, their fluxes were Taylor-expanded to 2PN order and
included only the contribution that escapes to infinity
(not the BH absorption terms discussed above). Their
fit was then done with Teukolsky-data produced by an
older version of the code used here, which was accurate
only to one part in 106. Moreover, the fit was done in
the range r ∈ (5, 30)M [v ∈ (0.183, 0.436)], so the fitted
function loses accuracy rapidly outside this regime, par-
ticularly close to the ISCO. Inside the fitting regime, the
flux was fitted to an accuracy of 3 × 10−2 using 45 cali-
bration coefficients for an inclined, but fixed orbit. The
accuracy decreases to 0.1 for orbits which get closer to
the ISCO.
To fairly compare the results of Ref. [32] with our re-

sults which are restricted to circular, equatorial orbits, we

Yunes,2011 
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background spin values.

the difference between the orbital and GW phase over a
one year evolution is less than 0.1 rads.
The agreement in the phase as a function of back-

ground spin follows closely the flux agreement shown in
Fig. 1. This is hard to see in Fig. 1, which is why Fig. 4
zooms into the velocity region sampled by Sys. I and plots
all background spin cases for the calibrated ρ-resummed
system. Observe that the q = 0.0 case has the best flux
agreement, which explains why the phase and amplitude
agreement is so good for this case in Fig. 3. Observe
also that the q = 0.9 and q = −0.9 cases have the worst
flux agreement, which also explains why they disagree
the most in phase and amplitude in Fig. 3.
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FIG. 4. Fractional difference between the calibrated
ρ-resummed and Teukolsky-based fluxes for spins q =
(−0.9,−0.5, 0.0, 0.5, 0.9) as a function of velocity. We plot
here only the range of velocities sampled by Sys. I.

The accuracy of the calibrated EOB model is excellent
relative to Taylor-expanded PN models. If one were to
use an uncalibrated Taylor-expanded version of the flux,
instead of the calibrated ρ-resummed flux, one would
find a phase and amplitude disagreement of ∼ 101–102

rads [∼ 103–104 rads] and ∼ 0.1% (∼ 10%) for Sys. I
(Sys. II) after a one year-evolution for different spin val-
ues. The above results are consistent with the arguments
in Ref. [22], who concluded that 3.5PN accurate GW
phase expressions could lead to phase errors around 103–
104 radians over the last year of inspiral. That analysis
reached those conclusions by comparing 3 to 3.5PN ac-
curate, analytic expressions for the GW phase. Here, we
are comparing full-numerical evolutions of the PN equa-
tions of motion carried out to much higher order, and,
of course, we find that such conclusions depend sensi-
tively on the type of EMRI considered and the spin of
the background.
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FIG. 5. Absolute value of the dephasing computed for the
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The increase in accuracy of the calibrated ρ-resummed
model is due both to the calibration and to the hℓm fac-
torized resummation. This fact can be appreciated in
Fig. 5, where we plot the absolute value of the dephasing

9

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
v/c

10-10

10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

|. E Te
uk

-
. E ρ

|/
. E N

ew
t

w/BH abs, q=0.9
wout/BH abs, q=0.9
w/BH abs, q=0.5
wout/BH abs, q=0.5
w/BH abs, q=0.0
wout/BH abs, q=0.0
w/BH abs, q=-0.5
wout/BH abs, q=-0.5
w/BH abs, q=-0.9
wout/BH abs, q=-0.9
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include the Taylor-expanded BH absorption contributions,
while the solid lines do.

implemented their model and re-calibrated it considering
only circular, equatorial orbits. Using 45 coefficients, we
found an accuracy similar to ours at high velocities close
to the ISCO, but worse at low velocities. This is be-
cause their fluxes before calibration are not as accurate
as the one employed here (by including up to 5.5PN order
terms and BH absorption terms), particularly at low ve-
locities. It is important to emphasize that by calibrating
8 parameters instead of 45 we here obtain better flux ac-
curacies than in Ref. [32] for circular, equatorial EMRIs.
We could obtain even better accuracy if we were using
a larger number of calibration coefficients, e.g. using 16
coefficients the agreement with the Teukolsky-based flux
would be of O(10−5).

IV. COMPARISON OF THE GW PHASE AND
AMPLITUDE

The comparison of EOB and Teukolsky evolutions re-
quires that we choose a specific EMRI. We shall here fol-
low Ref. [52] and choose system parameters that define
two classes of EMRIs:

• System I explores a region between orbital separa-
tions r/M ∈ (16, 26), which spans orbital velocities
and GW frequencies in the range v ∈ (0.2, 0.25)
and fGW ∈ (0.005, 0.01) Hz respectively. Such
an EMRI has masses m1 = 105M⊙ and m2 =
10M⊙ for a mass ratio of 10−4 and it inspirals for
∼ (6.3–6.7) × 105 rads of orbital phase depending
on the spin.

• System II explores a region between orbital sep-
arations r/M ∈ (11, rISCO), which spans orbital
velocities and GW frequencies in the range v ∈
(0.3, vISCO) and fGW ∈ (0.001, f ISCO

GW ) Hz respec-

tively. Such an EMRI has masses m1 = 106 M⊙

and m2 = 10M⊙ for a mass ratio of 10−5 and it
inspirals for ∼ (1.9–4.5)× 105 rads of orbital phase
depending on the spin.

The evolution of Sys. I is stopped around an orbital
separation of 16M , because this coincides with a GW
frequency of 0.01 Hz, which is close to the end of the
LISA sensitivity band. The evolution of Sys. II is usu-
ally stopped at the orbital separation corresponding to
the ISCO, or whenever its GWs reach a frequency of
0.01 Hz. For each of these systems, we shall investigate
different background spin parameters.
Before proceeding, notice that Sys. I and II should

not be compared on a one-to-one basis. One might be
tempted to do so, as Sys. I resembles a weak-field EMRI,
which inspirals at a larger orbital separation and with
smaller orbital velocities than Sys. II, a more strong-field
EMRI. Comparisons are not straightforward, however, as
these systems accumulate a different total number of GW
cycles. In fact, Sys. I usually accumulates almost twice
as many GW cycles as Sys. II. Therefore, even though
one might expect PN models of Sys. I to agree better
with Teukolsky-based evolutions, this need not be the
case, as this system has more time (as measured in GW
cycles) to accumulate a phase and amplitude difference
than Sys. II.
We compare the EOB and the Teukolsky-based wave-

forms after aligning them in time and phase. Such an
alignment is done by minimizing the statistic in Eq. (23)
of Ref. [49], just as was done in Ref. [52]. This is equiva-
lent to maximizing the fitting factor over time and phase
of coalescence in a matched filtering calculation with
white noise [49]. The alignment is done in the low-
frequency regime, inside the time interval (0, 64)λGW,
where λGW is the GW wavelength. This quantity de-
pends on the spin of the background, ranging from 386M
(63M) to 415M (121M) for Sys. I (Sys. II). This corre-
sponds to aligning the initial phase and frequency inside
a window of length in the range (0.004, 0.01) months de-
pending on the system and spin of the background. We
have checked that increasing the size of the alignment
window does not affect the final phase and amplitude dif-
ference; for example, for a spin of q = 0.9 and Sys. I, in-
creasing the alignment window by a factor of two changes
the final phase difference by 0.002 rads and the relative,
fractional amplitude agreement by 0.0004%.
Figure 3 shows the absolute value of the dephasing and

relative, fractional amplitude difference of the dominant
(ℓ,m) = (2, 2) mode for both systems and a variety of
background spins. For Sys. I, the calibrated EOB model
maintains a 1 radian phase accuracy over at least the
first 6 months for all spin values, while for Sys. II the
same phase accuracy is maintained for up to only the
first 2 months. The amplitude agreement is also excellent
for all spin values, with better agreement for Sys. I. As
found in Ref. [52] the GW phase agreement is primarily
due to the correct modeling of the orbital phase, as the
former tracks the latter extremely closely; we find that

SysI: 10 vs 10^5 solar mass

SysII: 10 vs 10^6 solar mass
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FIG. 8. Mismatch between Teukolsky and EOB waveforms as a function of waveform duration for Systems I and II and a
background spin of q = 0.9.

compare rows two, three and four to the baseline given in
the first row of Table I. For example, the effect of the ν
terms in the Hamiltonian are such as to increase the de-
phasing by 27.20− 10.04 = 17.16 radians. Observe that
the conservative and dissipative ν terms usually push the
dephasing in different directions, partially canceling out
when both of them are present. Even then though, the
generic effect of high-order ν terms is to increase the rate
of dephasing by several tens of radians are a one year
evolution. Notice furthermore that the magnitude of the
effect is here not very large because we are considering
circular equatorial orbits.

Finite mass-ratio effects are clearly suppressed when
dealing with circular orbits. This is because, for such
orbits outside the ISCO, the effect of the conservative
self force is simply to shift the waveform from one or-
bital frequency to another. Thus, from an observational
standpoint, such an effect is unmeasurable. Even though
the conservative self-force shifts the ISCO, this effect is
still degenerate with a shift of the system’s mass pa-
rameters. This discussion, however, neglects radiation-
reaction, which is crucial to model a true inspiral wave-
form. One can think of the radiation-reaction force as
defining a trajectory through the sequence of orbital en-
ergies that an orbit follows. There is gauge invariant
information in this sequence, in the sense that the map-
ping between energies and orbital frequencies depends
on the details of the orbit at each energy level. For a
given radiation-reaction force, the sequence of geodesic
orbits (and hence the sequence of frequencies) depends
on whether the conservative self-force is included or not.

As is clear from this discussion, the “real” (gauge-
invariant) effect of the conservative self-force on quasi-
circular inspiral waveforms can be rather subtle. A ro-
bust effect, however, does arise if the self-force acts on
a more generic orbit, such as an eccentric one. In that
case, this force will act separately on the radial and the
azimuthal orbital frequencies, which can leave a poten-
tially strong imprint in the waveform. In principle, even
for an inclined circular orbit there could be a strong im-

print. In practice, however, the azimuthal and polar or-
bital frequencies are quite similar, which suggests that
perhaps, even in this case, the self-force effects will be
small.

With all of this in mind, let us discuss the results pre-
sented in Table I in more detail. Our study suggests that
the overall effect of ν terms in bothH and F leads to only
5.2 and 2.5 additional radians of phase for non-spinning,
Sys. I and II respectively. This is in fact consistent with
the results presented in Ref. [52], except that there one
considered 2-year long evolutions. One might wonder
whether using the non-spinning Hamiltonian of Ref. [49]
(where the deformed-Schwarzschild potential are Padè-
resummed instead of being given by Eqs. (C18), (C8))
has an effect on this dephasing. We have investigated
this question and found that the additional contribution
to the phase is 0.05 (0.03) and 1.06 (1.33) radians for
Sys. I and II respectively over the entire year of inspi-
ral using the 3PN (4PN) Pade form of the deformed
potentials. [We notice [69] that the 4PN Padè poten-
tials of Ref. [49] reproduce very closely the ISCO-shift of
Ref. [25].] This implies that the non-spinning Hamilto-
nian [49] at 3PN and 4PN order is sufficiently close to the
Hamiltonian presented in Appendix B for data analysis
of non-spinning EMRIs.

One can also compare the results in Table I to the re-
cent study of Huerta and Gair [70], who investigated the
effect of ν2-corrections in the determination of parame-
ters, given an EMRI signal. Their Table I presents the
number of cycles accumulated for a variety of mass ratios.
Their last column happens to correspond to our Sys. II
with no spin, for which they get a total dephasing of
2.3 rads and 3.8 rads after the last year of inspiral when
including only conservative and all second-order correc-
tions. This is to be compared to our results: 1.86 rads in
and 2.6 rads after the last year of inspiral when including
only conservative and all second-order corrections. These
numbers are in excellent agreement, allowing for differ-
ences in the modeling. Their analysis suggests that such
small difference will not affect parameter estimation for
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FIG. 3. Reliability of the polynomials listed in Tab. I and Tab. II when they are extendedly used

to the further area from the central black hole.

Newtonian parameter x ⌘ (v/c)2 = (GM⌦/c3)2/3, then Eqs. (18) and (19) are transferred

to

Ė1 =
nX

i=0

a0ix
i, ĖH =

nX

i=0

b0ix
i, (20)

Re[Hlm] =
nX

i=0

R0i
lmx

i, Im[Hlm] =
nX

i=0

I 0ilmx
i. (21)

The Eqs. (18 - 21) are essentially post-Newtonian expansions. However, all coe�cients

are obtain from numerical fitting of the Teukolsky-based data to guarantee the accuracy,

in contrast to the analytical expressions of the post-Newtonian approximation like as the

factorized-resummation ones.
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Figure 1. Comparing the 6th, 8th, 10th, 12th polynomials and factorized PN energy
fluxes to infinity for a = 0.9, 0.7, 0, � 0.9 (from left to right, top to bottom). �Ė1

is di↵erence between the fitted polynomials or PN energy fluxes with the accurate
numerical Teukolsky date Ė1.

Table 1. polynomial parameters for infinity fluxes.
a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

a = 0.9 1.51e-7 -1.22e-5 4.40e-4 -9.43e-3 1.36e-1 4.90e0 -5.27e0 -1.05e1 2.98e1 -4.34e1 3.99e1

a = 0.7 6.61e-7 -5.98e-5 2.41e-3 -5.69e-2 8.76e-1 -2.90e0 5.22e1 -2.75e2 8.81e2 -1.64e3 1.44e3

a = 0.0 1.46e-6 -1.72e-4 9.08e-3 -2.83e-1 5.76e0 -7.39e1 7.63e2 -5.02e3 2.21e4 -5.77e4 7.19e4

a = �0.9 1.26e-6 -1.85e-4 1.22e-2 -4.78e-1 1.22e1 -2.09e2 2.63e3 -2.21e4 1.25e5 -4.20e5 6.78e5

Table 2. polynomial parameters for horizon fluxes.
b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10

a = 0.9 -3.44e-9 2.93e-7 -1.09e-5 2.25e-4 -2.66e-3 1.34e-2 1.07e-1 -3.19e0 8.84e0 -8.33e0 2.37e0

a = 0.7 8.88e-8 -7.97e-6 3.17e-4 -7.39e-3 1.11e-1 -1.14e0 8.00e0 -3.89e1 1.17e2 -2.04e2 1.58e2

a = 0.0 4.84e-7 -5.70e-5 3.00e-3 -9.28e-2 1.88e0 -2.59e1 2.48e2 -1.62e3 6.97e3 -1.79e4 2.11e4

a = �0.9 5.30e-7 -7.76e-5 5.11e-3 -1.99e-1 5.08e0 -8.90e1 1.08e3 -9.10e3 5.05e4 -1.69e5 2.63e5

Table 3. polynomial coe�cients for waveform (2,2) mode: real part.
R0

22 R1
22 R2

22 R3
22 R4

22 R5
22 R6

22 R7
22 R8

22 R9
22 R10

22

a = 0.9 4.00e-5 4.96e-1 -9.20e-1 -3.43e-1 -6.23e0 1.73e2 -1.02e3 3.20e3 -6.14e3 6.78e3 -3.27e3

a = 0.7 2.88e-5 4.96e-1 -9.20e-1 1.03e0 -1.98e1 2.75e2 -1.57e3 5.33e3 -1.18e4 1.54e4 -9.09e3

a = 0.0 1.78e-5 4.97e-1 -8.67e-1 5.44e0 -6.22e1 6.73e2 -4.23e3 1.89e4 -5.58e4 9.83e4 -7.12e4

a = �0.9 1.38e-5 4.97e-1 -7.79e-1 1.17e1 -1.17e2 1.34e3 -9.37e3 4.84e4 -1.46e5 2.09e5 1.13e5

Han, CQG, 2016
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Ė

1

6 7 8 9 10 11 12 13 14 15 16
10

−14

10
−12

10
−10

10
−8

10
−6

10
−4

10
−2

 r/M

�
Ė
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Figure 1. Comparing the 6th, 8th, 10th, 12th polynomials and factorized PN energy
fluxes to infinity for a = 0.9, 0.7, 0, � 0.9 (from left to right, top to bottom). �Ė1

is di↵erence between the fitted polynomials or PN energy fluxes with the accurate
numerical Teukolsky date Ė1.

Table 1. polynomial parameters for infinity fluxes.
a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

a = 0.9 1.51e-7 -1.22e-5 4.40e-4 -9.43e-3 1.36e-1 4.90e0 -5.27e0 -1.05e1 2.98e1 -4.34e1 3.99e1

a = 0.7 6.61e-7 -5.98e-5 2.41e-3 -5.69e-2 8.76e-1 -2.90e0 5.22e1 -2.75e2 8.81e2 -1.64e3 1.44e3

a = 0.0 1.46e-6 -1.72e-4 9.08e-3 -2.83e-1 5.76e0 -7.39e1 7.63e2 -5.02e3 2.21e4 -5.77e4 7.19e4
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Our model: Fully calibrated version1



Our Fully calibrated version1: shortcoming

• Each group of polynomials only works in one 
special case; 

• For getting the polynomials, one firstly must 
generate some numerical reference data; 

• Polynomials do not have physics inside. 

• Inspiring us to use factorized forms in EOB frame



INTRODUCTION

to be added

EMRBS WITH LARGE ECCENTRICITIES

to be added

TABLE I. The frequency of h22 when the small body on the ISCO. The symmetric mass-ratio is

10�3, and the total mass M = 500M�.

q 0 0.1 0.3 0.5 0.7 0.9

f22 (Hz) 8.80 9.50 11.33 14.04 18.62 29.44

equation for m 6= l

⇢lm =1 + b1qv + (a1 + b2q
2)v2 + (b3q + b4q

3)v3 + (a2 + b5q
2 + b6q

4)v4+

(b7q + b8q
3 + b9q

5)v5 + [a3 + a4eulerlog(mv) + b10q
2 + b11q

4 + b12q
6]v6+

[b13q + b14eulerlog(mv)q + b15q
3 + b16q

5 + b17q
7]v7 + [a5 + a6eulerlog(mv)]v8+

[a7 + a8eulerlog(mv)]v10 + [a9 + a10eulerlog(mv)]v12 (1)

equation for m = l

⇢lm =1 + a1v
2 + b1qv

3 + (a2 + b2q
2)v4 + b3qv

5 + [b4q
2 + a3 + a4eulerlog(mv)]v6

[b5q + b6q
3]v7 + [b7q

2 + b8q
4 + a5 + a6eulerlog(mv)]v8 + (b9q + b10q

3)v9+

[a7 + a8eulerlog(mv)]v10 + [a9 + a10eulerlog(mv)]v12 (2)

expressions for aHor,S
11 andaHor,S

12

aHor,S
11 =p1q + p2q

2 + p3q
3 + p4q

4 + p5q
5 + p6q

6

aHor,S
12 =p7q + p8q

2 + p9q
3 + p10q

4 + p11q
5 + p12q

6 + p13q
7 (3)
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for l = m

for l =/ m

Version2: recalibrated waveforms in EOB frame

for horizon absorption 



We use a  least square method to find the global 
coefficients with the highly accurate Teukolsky-
based data which q=0.9~0,-0.3,-0.5,-0.7,-0.9 TABLE VIII. a=0.3⇠a=0.7.a

l = 2,m = 2 l = 3,m = 3 l = 4,m = 4 l = 5,m = 5 l = 6,m = 6 l = 7,m = 7 l = 8,m = 8

a1 -1.023975805956E+00 -1.166721079966E+00 -1.2227931618E+00 -1.2487811477E+00 -1.2619660215E+00 -1.2689701639E+00 -1.2727256099E+00

a2 -1.773785209399E+00 -1.632220902128E+00 -1.5488861713E+00 -1.5137494102E+00 -1.4927232619E+00 -1.4786712228E+00 -1.4685006871E+00

a3 3.318171742361E+01 1.485007940230E+01 1.1208215801E+01 8.7424413748E+00 6.5654511682E+00 4.4639819195E+00 2.4007004823E+00

a4 3.953835298796E+01 1.245654119994E+01 1.2709894830E+01 1.1883585053E+01 1.1939038028E+01 1.2309585938E+01 1.2798559744E+01

a5 -1.104050524831E+03 -6.678847665787E+02 -8.6428660908E+02 -9.5407467730E+02 -1.0672751384E+03 -1.1881289093E+03 -1.3101960825E+03

a6 1.765670955233E+03 6.364340267479E+02 6.4805577773E+02 6.1182473525E+02 6.1235129084E+02 6.2613175012E+02 6.4502502325E+02

a7 -1.584521768582E+04 -7.018461656809E+03 -8.2330639578E+03 -8.5105354171E+03 -9.1262632809E+03 -9.8614596889E+03 -1.0634914259E+04

a8 1.007746475744E+04 3.520695972919E+03 3.6160554839E+03 3.4023945061E+03 3.4000165921E+03 3.4742319939E+03 3.5784770733E+03

a9 -1.943757060254E+04 -7.516377182961E+03 -8.4638217440E+03 -8.4396976216E+03 -8.8310465543E+03 -9.3720349574E+03 -9.9671709023E+03

a10 6.701134943008E+03 2.262034338117E+03 2.3482970193E+03 2.2049397140E+03 2.2024481099E+03 2.2510887696E+03 2.3199082137E+03

b1 -6.733755278411E-01 -6.696972546143E-01 -6.6915298811E-01 -6.6901906546E-01 -6.6904049613E-01 -6.6911153302E-01 -6.6919077151E-01

b2 5.843602324003E-01 5.360214944791E-01 5.2813489804E-01 5.2594458075E-01 5.2571830732E-01 5.2623809885E-01 5.2706490173E-01

b3 -1.662151538548E+00 -1.308471947237E+00 -1.2252358713E+00 -1.2090008750E+00 -1.2146809603E+00 -1.2277311411E+00 -1.2428755772E+00

b4 -1.061146392648E+00 -4.975131465872E-01 -4.5878852649E-01 -4.6545217148E-01 -4.8516130249E-01 -5.0792509318E-01 -5.3091243278E-01

b5 3.827859278692E+00 2.543651584540E+00 2.4583522998E+00 2.4535277945E+00 2.4730693730E+00 2.4981097844E+00 2.5238213771E+00

b6 -7.756293634998E-01 -3.514346900192E-01 -1.8135025452E-01 -1.4988716272E-01 -1.4384902166E-01 -1.4725559217E-01 -1.5457211966E-01

b7 1.045517070565E+01 4.621358937544E+00 3.5130160665E+00 3.3478120875E+00 3.4184709464E+00 3.5704120877E+00 3.7502614404E+00

b8 1.320082877129E+00 1.248327500336E+00 1.0815767083E+00 1.1204618339E+00 1.1773606154E+00 1.2360870006E+00 1.2922880604E+00

b9 -2.960658687909E+01 -1.530065544785E+01 -1.2893121094E+01 -1.2295951469E+01 -1.2251911718E+01 -1.2416517301E+01 -1.2665914817E+01

b10 -7.235679546357E-01 -1.490112966956E+00 -1.5024171205E+00 -1.7897701891E+00 -2.0560884742E+00 -2.2948708721E+00 -2.5082509405E+00

a
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TABLE III. Total coe�cients for m 6= l

l = 5,m = 4 l = 5,m = 3 l = 6,m = 5 l = 6,m = 4

a1 -1.2781593391E+00 -9.6137951691E-01 -1.2846696264E+00 -1.0236865411E+00

a2 -9.7034478849E-01 -6.7312218658E-01 -1.0280853586E+00 -8.0181417330E-01

a3 2.8215508168E+00 6.6046438604E+00 1.4723471598E+00 1.3317579430E+01

a4 1.2611970259E+01 -2.3057664622E+01 1.2336196550E+01 -1.9494642667E+01

a5 -5.2596249376E+02 8.0535017960E+02 -6.2959344624E+02 8.2565169087E+02

a6 3.0038340199E+02 -7.0899298915E+02 3.3177604825E+02 -5.8059965421E+02

a7 -1.7661904159E+03 6.8217825869E+03 -2.5543377525E+03 6.3637960489E+03

a8 6.0774411335E+02 -3.2601890463E+03 8.8256123155E+02 -2.6727578200E+03

a9 -2.4280639567E+02 5.8657539419E+03 -1.0359578359E+03 5.2005709295E+03

a10 3.2316814336E+01 -1.7108913454E+03 2.3941084370E+02 -1.3988354619E+03

b1 -2.4005464853E-01 8.6374961193E-06 -1.9451648765E-01 -9.2761151062E-06

b2 -1.1607843889E-01 1.2299226986E-04 -9.5157480501E-02 2.0275436115E-04

b3 3.2207333467E-01 -1.1811709880E+00 1.6169577622E-01 -1.0374290314E+00

b4 -8.2537773600E-02 5.7012441031E-03 -6.6960649581E-02 5.2750953889E-03

b5 3.3019097935E-01 5.8255283839E-01 3.7135374972E-01 5.2694468496E-01

b6 -7.1149022817E-02 1.6974336944E-02 -5.8801917957E-02 1.3846828797E-02

b7 -1.6956674019E+00 -7.4651295773E-01 -1.7616806546E+00 -8.3030579848E-01

b8 3.9055128236E-03 -5.0385598774E-02 -8.9134652221E-03 -5.7729405439E-02

b9 -9.7958187201E-02 -9.3128599179E-02 -7.6563516673E-02 -7.7148536196E-02

b10 9.2758969640E-01 3.7064350171E-01 7.2627287647E-01 3.3600487964E-01

b11 4.1282519376E-02 3.8091515361E-03 3.3347198540E-02 -1.0085630426E-03

b12 -9.5252443489E-02 -1.5113900961E-01 -6.8823516663E-02 -1.2364457008E-01

b13 8.0358698360E+00 4.0027464401E+00 1.1235333168E+01 6.6631741082E+00

b14 -4.2196167836E+00 -3.3821620268E+00 -5.1157622056E+00 -4.0442506117E+00

b15 2.7771091154E-01 8.1996235715E-01 4.1191606722E-01 7.7940200401E-01

b16 4.4088370234E-01 5.0690865316E-01 3.2549939084E-01 4.1181020240E-01

b17 -2.2006697127E-01 1.7676213206E-01 -1.6838546731E-01 1.5019107326E-01
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TABLE V. Groups of q (m = l)

group q

I -0.9 ⇠ -0.3

II -0.3 ⇠ 0.3

III 0.3 ⇠ 0.7

IV 0.7 ⇠ 0.9
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FIG. 2. The relative errors of the grouped-recalibration energy fluxes emission to infinity.

The results of recalibration fluxes by using the grouped coe�cients in Tables VI-IX are

shown in Fig. 2. We can find now that the relative precision are improved one order

comparing with the “global” ones. The maximum relative error is just a litter large than

1⇥ 10�5. We can conclude that our recalibration waveforms are more precise than the ones

in Ref. [23] about two orders.
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FIG. 1. Fractional difference between PN and Teukolsky-
based fluxes as a function of velocity for spins q = (0.5, 0.9)
(top) and q = (−0.9,−0.5, 0.0) (bottom). The dotted curves
employ the Taylor-expanded PN flux with BH absorption
terms, while the dashed and solid curves use the uncalibrated
and calibrated ρ-resummed fluxes with BH absorption terms
respectively.

twice as many calibration parameters as in Ref. [52],
increasing the dimensionality of the fitting space. Sec-
ond, global minimization routines require non-trivial al-
gorithms that are numerically more expensive than those
employed in one-dimensional minimizations. Third, the
amount of data fitted increases by at least one order of
magnitude, due to the intrinsic bi-dimensionality of the
problem. Combining all of this, the computational cost
of performing the calibration is now more than 100 times
larger than in Ref. [52]. Even then, however, these fits re-
quire O(10) CPU minutes to complete. Once they have
been carried out, this calculation does not need to be
repeated again in the waveform modeling.
Figure 1 plots the fractional difference between the

analytical GW energy flux and that computed with
Teukolsky-based waveforms as a function of velocity,
from an initial value of v/c = 0.01 to the veloc-
ity at the ISCO, for five different spin values: q =
(−0.9,−0.5, 0.0, 0.5, 0.9). All comparisons are here nor-
malized to the Newtonian value of the flux FNewt =
32/5ν2v10. The different curve styles differentiate be-
tween analytical models: the dotted curves use the total,
uncalibrated Taylor-expansion; the dashed curves use the
uncalibrated ρ-resummed flux with BH absorption terms;
the solid curves use the calibrated ρ-resummed flux with
BH absorption terms. Notice that the calibrated model
does better than the other two by at least two orders of
magnitude near the ISCO for all spin-values.
Several interesting conclusions can be drawn from

Fig. 1. First, as obtained in Ref. [46] the uncalibrated
ρ-resummed model is better than the Taylor-expanded
version of the flux, by up to nearly an order of magni-
tude at the ISCO for all spins. In turn, the calibrated
model is better than the uncalibrated one by one to two

orders of magnitude near ISCO for all spins. One could
also calibrate the Taylor-expanded flux (not shown in
Fig. 1), but this would not produce such good agreement
in the entire (v, q) space. This is clearly because the un-
calibrated ρ-resummed model is more accurate than the
Taylor one, and thus the calibration terms have to do
less work to improve the agreement. For the calibrated
Taylor and ρ-resummed models to become comparable
in accuracy one would have to include up to at least 16
calibration coefficients in the Taylor model.
The inclusion of BH absorption coefficients is crucial

to obtain good agreement with the full Teukolsky-based
flux, a result that was not obvious for the case of non-
spinning EMRIs. Figure 2 plots the fractional differ-
ence between the uncalibrated EOB GW energy flux and
Teukolsky-based one as a function of velocity for five dif-
ferent spin values: q = (−0.9,−0.5, 0.0, 0.5, 0.9), from an
initial value of v/c = 0.01 at the ISCO, for five differ-
ent spin values: q = (−0.9,−0.5, 0.0, 0.5, 0.9). For these
cases, we have vISCO = (0.343, 0.367, 0.408, 0.477, 0.609).
The solid curves use the uncalibrated EOB model includ-
ing the Taylor-expanded BH absorption contributions,
while the dotted curves do not. For the non-spinning
case, observe that there is a very small difference (smaller
than 10−2) between adding the BH absorption terms or
not.
For the spinning cases, however, this is not the case.

For rapidly spinning backgrounds, adding the BH ab-
sorption terms improves the agreement by an order of
magnitude. Presumably, resumming these terms in a
multipolar-factorized manner would improve the agree-
ment even more. The BH absorption terms play a much
larger role in the spinning case because spin changes the
PN order at which absorption enters in the energy flux.
These terms enter at 4PN order for Schwarzschild black
holes, but at 2.5PN order for non-zero spin. This change
of order has a very large and important impact on the
system’s evolution.
The inclusion of calibration parameters to improve

the agreement of PN-inspired fluxes and Teukolsky-based
ones for EMRIs is certainly not new. In Ref. [32], a sim-
ilar, PN-inspired calibration was carried out for circular-
inclined orbits (and more generic ones). Before calibra-
tion, their fluxes were Taylor-expanded to 2PN order and
included only the contribution that escapes to infinity
(not the BH absorption terms discussed above). Their
fit was then done with Teukolsky-data produced by an
older version of the code used here, which was accurate
only to one part in 106. Moreover, the fit was done in
the range r ∈ (5, 30)M [v ∈ (0.183, 0.436)], so the fitted
function loses accuracy rapidly outside this regime, par-
ticularly close to the ISCO. Inside the fitting regime, the
flux was fitted to an accuracy of 3 × 10−2 using 45 cali-
bration coefficients for an inclined, but fixed orbit. The
accuracy decreases to 0.1 for orbits which get closer to
the ISCO.
To fairly compare the results of Ref. [32] with our re-

sults which are restricted to circular, equatorial orbits, we
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FIG. 2. Fractional difference between ρ-resummed and
Teukolsky-based fluxes as a function of velocity for spins
q = (−0.9,−0.5, 0.0, 0.5, 0.9). The dotted curves do not
include the Taylor-expanded BH absorption contributions,
while the solid lines do.

implemented their model and re-calibrated it considering
only circular, equatorial orbits. Using 45 coefficients, we
found an accuracy similar to ours at high velocities close
to the ISCO, but worse at low velocities. This is be-
cause their fluxes before calibration are not as accurate
as the one employed here (by including up to 5.5PN order
terms and BH absorption terms), particularly at low ve-
locities. It is important to emphasize that by calibrating
8 parameters instead of 45 we here obtain better flux ac-
curacies than in Ref. [32] for circular, equatorial EMRIs.
We could obtain even better accuracy if we were using
a larger number of calibration coefficients, e.g. using 16
coefficients the agreement with the Teukolsky-based flux
would be of O(10−5).

IV. COMPARISON OF THE GW PHASE AND
AMPLITUDE

The comparison of EOB and Teukolsky evolutions re-
quires that we choose a specific EMRI. We shall here fol-
low Ref. [52] and choose system parameters that define
two classes of EMRIs:

• System I explores a region between orbital separa-
tions r/M ∈ (16, 26), which spans orbital velocities
and GW frequencies in the range v ∈ (0.2, 0.25)
and fGW ∈ (0.005, 0.01) Hz respectively. Such
an EMRI has masses m1 = 105M⊙ and m2 =
10M⊙ for a mass ratio of 10−4 and it inspirals for
∼ (6.3–6.7) × 105 rads of orbital phase depending
on the spin.

• System II explores a region between orbital sep-
arations r/M ∈ (11, rISCO), which spans orbital
velocities and GW frequencies in the range v ∈
(0.3, vISCO) and fGW ∈ (0.001, f ISCO

GW ) Hz respec-

tively. Such an EMRI has masses m1 = 106 M⊙

and m2 = 10M⊙ for a mass ratio of 10−5 and it
inspirals for ∼ (1.9–4.5)× 105 rads of orbital phase
depending on the spin.

The evolution of Sys. I is stopped around an orbital
separation of 16M , because this coincides with a GW
frequency of 0.01 Hz, which is close to the end of the
LISA sensitivity band. The evolution of Sys. II is usu-
ally stopped at the orbital separation corresponding to
the ISCO, or whenever its GWs reach a frequency of
0.01 Hz. For each of these systems, we shall investigate
different background spin parameters.
Before proceeding, notice that Sys. I and II should

not be compared on a one-to-one basis. One might be
tempted to do so, as Sys. I resembles a weak-field EMRI,
which inspirals at a larger orbital separation and with
smaller orbital velocities than Sys. II, a more strong-field
EMRI. Comparisons are not straightforward, however, as
these systems accumulate a different total number of GW
cycles. In fact, Sys. I usually accumulates almost twice
as many GW cycles as Sys. II. Therefore, even though
one might expect PN models of Sys. I to agree better
with Teukolsky-based evolutions, this need not be the
case, as this system has more time (as measured in GW
cycles) to accumulate a phase and amplitude difference
than Sys. II.
We compare the EOB and the Teukolsky-based wave-

forms after aligning them in time and phase. Such an
alignment is done by minimizing the statistic in Eq. (23)
of Ref. [49], just as was done in Ref. [52]. This is equiva-
lent to maximizing the fitting factor over time and phase
of coalescence in a matched filtering calculation with
white noise [49]. The alignment is done in the low-
frequency regime, inside the time interval (0, 64)λGW,
where λGW is the GW wavelength. This quantity de-
pends on the spin of the background, ranging from 386M
(63M) to 415M (121M) for Sys. I (Sys. II). This corre-
sponds to aligning the initial phase and frequency inside
a window of length in the range (0.004, 0.01) months de-
pending on the system and spin of the background. We
have checked that increasing the size of the alignment
window does not affect the final phase and amplitude dif-
ference; for example, for a spin of q = 0.9 and Sys. I, in-
creasing the alignment window by a factor of two changes
the final phase difference by 0.002 rads and the relative,
fractional amplitude agreement by 0.0004%.
Figure 3 shows the absolute value of the dephasing and

relative, fractional amplitude difference of the dominant
(ℓ,m) = (2, 2) mode for both systems and a variety of
background spins. For Sys. I, the calibrated EOB model
maintains a 1 radian phase accuracy over at least the
first 6 months for all spin values, while for Sys. II the
same phase accuracy is maintained for up to only the
first 2 months. The amplitude agreement is also excellent
for all spin values, with better agreement for Sys. I. As
found in Ref. [52] the GW phase agreement is primarily
due to the correct modeling of the orbital phase, as the
former tracks the latter extremely closely; we find that
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FIG. 3. The relative errors of the total energy fluxes which include the black hole absorption terms.

ĖNewt ⌘ 32/5⌫2v10 is the leading-order (Newtonian) piece of the flux.

waveforms, we choose a specific EMRI like the one in Ref. [26]. For simplicity, we just

choose such an EMRI with masses M = 106M� and m = 10M� for a mass ratio of 105 and

it inspirals for ⇠ 105 rads of orbital phase depending on the spin. We evolve such EMRI

with spin background of q = 0.9, 0 and -0.9, and start the evolution at an initial orbit radius

r0 = 11M . The evolution lasts about 32 months for the small object reaches at the ISCO.

Because the radius of the ISCO of in case of q = �0.9 is about 9M(comparatively, the one

in case of q = 0.9 is about 2.3M), the EMRI just evolves about 8 months.

The dephase of dominated (2, 2) mode-waveforms calculated in the EOB frame with the

newly recalibrated formalisms and the Teukolsky-based ones is shown in Fig. . During the

whole evolution of all spin parameters, the dephase is less than 0.1 rad. This performance

should satisfy the requirement of the data analysis of the EMRIs. The reason for our better

performance on the dephase lies in the high accuracy of the total energy fluxes (including

black hole absorption term). We have two more orders improvement on the accuracy of the

fluxes compared with the results in [26], and this induces also two orders improvement in

the dephase of the 22 mode accordingly.
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Conclusions
• The recalibrated  formalism looks ugly but works 

• Only works for EMRIs 

• Published all the coefficients and will publish our 
codes; 

• It is an effort to construct the waveform templates 
for LISA et. al. in the EOB formalisms.  

• recalibrating mass-ratios dependent terms;



Thank you!


