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Fig. 1.—Rest-frame EWs of Lya emission vs. absolute magnitude at rest-
frame 1400 for galaxies at . The filled circles show our previous (AndoÅ z ∼ 5
et al. 2004) and newly added results. The filled squares show data taken from
the literature (Lehnert & Bremer 2003; Spinrad et al. 1998; Dawson et al.
2002; Dey et al. 1998). The open squares show the data of galaxies at z ∼ 6
taken from Weymann et al. (1998), Lehnert & Bremer (2003), Stanway et al.
(2003, 2004), Nagao et al. (2004, 2005), and Dow-Hygelund et al. (2005).
The crosses and plus signs represent Lya emitters at and ,z p 5.7 z p 6.6
respectively (Ajiki et al. 2003; Taniguchi et al. 2005), obtained from narrow-
band imaging. A part of the sample of Taniguchi et al. (2005) represents the
spectroscopic results of EWrest, and we plot them as triangles. The SFR esti-
mated from UV absolute magnitude (Madau et al. 1998) is also shown at the
top. The dotted lines show Lya EWrest as a function of UV absolute magnitude
for locations of constant Lya luminosity corresponding to ,435# 10 2#

, 1043, , and 1042 ergs s!1 from top left to bottom right. [See the43 4210 5# 10
electronic edition of the Journal for a color version of this figure.]

shown in Figure 1 of Ando et al. (2004). They show the con-
tinuum depression shortward of redshifted Lya and some LIS
metal absorption lines, indicating secure identifications of the
redshifts. For the sample in the J0053"1234 field, two bright
( ) LBGs were confirmed with features similar to theI ≤ 25.0C

GOODS-N sample, and two faint ones were identified with a
strong ( ) Lya emission line. The average Lya˚EW ∼ 40–80 Arest

EWrest of our nine bright spectroscopic LBGs is ∼ , and˚6! 7 A
that of two faint ones is ∼ . In addition to our sample,˚60! 20 A
we take the spectral data of similar redshifts from the literature
(Spinrad et al. 1998; Dey et al. 1998; Dawson et al. 2002;
Lehnert & Bremer 2003). The number in the sample is six,
and the redshift coverage is . Since the sample ofz p 4.8–5.3
Frye et al. (2002) is gravitationally lensed and since their mag-
nitude correction contains a relatively large uncertainty (max-
imally 1.5 mag), it is excluded in the following discussion.
We also compiled spectroscopic results of LBGs at z ∼ 6

(Weymann et al. 1998; Lehnert & Bremer 2003; Stanway et
al. 2003, 2004; Nagao et al. 2004, 2005; Dow-Hygelund et al.
2005). The number of galaxies in the sample is nine, and the
redshift coverage is . The object by Dow-Hygelundz p 5.5–6.3
et al. (2005) is a gravitationally lensed galaxy, but its ampli-
fication effect (∼0.3 mag at most) is small; thus, we include
it. Note that the objects by Nagao et al. (2004, 2005) are the
-dropout objects with a narrowband (NB921) depression; a′i
strong Lya emission largely contributes to the -band light.′z

3. RESULT AND DISCUSSION

3.1. Deficiency of UV-luminous LBGs with a Large Lya
Equivalent Width

With the samples described in § 2, we adopted the EWs of
Lya emission that appeared in each paper. For the objects of
our spectroscopic sample of LBGs at in the J0053"1234z ∼ 5
field, we measured EWs in the same way used by Ando et al.
(2004). The uncertainties of the EWs are estimated to be 30%–
50%. For the sample of Lehnert & Bremer (2003), we measured
the EWs from their Figure 4 because the EWs of individual
objects were not presented. The uncertainties of the EWs are
roughly 50%. For all these values of EWs, the absorption for
the emission line by intergalactic matter (IGM) was not cor-
rected, and the absorption component of Lya was not included.
Figure 1 shows rest EWs of Lya emissions plotted against the
rest-frame UV absolute magnitudes. The filled circles show our
spectroscopic results, and the filled squares refer to the results
from the literature. The open squares represent those of LBGs
at . We converted the observed broadband magnitude toz ∼ 6
the rest-frame 1400 magnitude assuming a continuum slopeÅ
b ( ) of !1, which is a typical value for LBGs atbf ∝ l z ∼l

(Shapley et al. 2003). The effect of the uncertainty of the3
slope, which is estimated to be typically 0.1–0.2 mag, is small.
For the objects whose adopted broad band contained the wave-
length region shortward of Lya, we corrected for the contri-
butions by Lya emission and IGM absorption (Madau 1995)
to derive the UV absolute magnitudes. From the UV absolute
magnitude, using the relation by Madau et al. (1998), we also
show the SFR estimated at the upper abscissa.
As seen in Figure 1, there are no UV-luminous (M1400 !

!21.0 mag) LBGs at with strong ( ) Lya emis-˚z ∼ 5 EW " 20 Arest

sion, and the UV-faint LBGs show a wide range of EWrest and tend
to have strongerLya emission thanUV-luminousLBGs,onaverage.
In addition, there seems to be a UV magnitude threshold for LBGs
with strong Lya emission around mag that is almostM ∼ !21.01400

the same as the magnitude of the UVLF of our LBGM z ∼ 5∗

sample (Iwata et al. 2003) and that of Ouchi et al. (2004a). This
trend still holds if the data by Frye et al. (2002) are considered.
A similar deficiency of the luminous LBGs with strong Lya

emission seems to hold at , although the sample size is quitez ∼ 6
small, especially for the luminous part ( mag).ThereM ! !21.51400

seems to be a threshold magnitude around mag thatM ∼ !21.51400

is close to the of the UVLF at of Bunker et al. (2004)M z ∼ 6∗
and one ∼1.4 mag brighter than that of Bouwens et al. (2006). The
threshold magnitude is ∼0.5 mag brighter than that of LBGs at

, which might suggest its evolution. But the current samplez ∼ 5
number is not large enough to definitively illustrate the evolution
of the threshold magnitude.
We note that the deficiency of the luminous LBGs with

strong Lya emission is not due to observational bias, at least
for our spectroscopic sample. First, the minimum detectable
EWrest of the Lya emission in our spectroscopic survey is
∼10 for luminous (corresponding to ) LBGs atÅ I ≤ 25.0C

and ∼30 for faint ones, in the wavelength regions˚z ∼ 5 A
where night-sky emission lines are not strong. Therefore,
we should detect large EW Lya emission lines among lu-
minous LBGs, if there are such objects. Second, the number
of observed luminous LBGs in our present spectroscopic
sample (22 objects) is larger than the number of faint LBGs
(12 objects). Thus, if the fraction of objects with strong Lya
emission is the same for UV-luminous and UV-faint LBGs,
we should detect at least several luminous LBGs with strong
Lya emission, unless we happened to choose LBG candi-
dates with a small EWrest in luminous candidates selectively.
The Kolmogorov-Smirnov test would not be useful because
faint LBGs with a small EWrest are expected to be missed
in the present sample.
For the selected LBGs at , there may be a selectioni! z z ∼ 6

Outline
❖ Motivation & Model Requirements: 

❖ What do theorists need to reproduce in their models?

❖ Results on LAE statistics:  past & recent works

❖ Correlations & scatters in various quantities:     
e.g., Mstar, Muv, Z/Zsun, E(B-V), EW, fion,  fLya

❖ Scatter in fesc,ion  -- effects on DLAs  (work w/ H. Yajima)

❖ Conclusions 



Large-scale structure 
traced by LAEs at z>3

SXDS,  515 LAEs

Ouchi+ ’08

Ouchi+ ’05

~1400 LAEs @ z=3.1 over 200 Mpc scale
Nakamura, Yamada+ ’08

Motivation

Partridge & Peebles ’67
Rhoads & Malhotra ’01 
Shapley+ ’03
Malhotra & Rhoads ’04
Ouchi+ ’05
Hu & Cowie ’06
Shimasaku+ ’06
Kashikawa+ ’06
Gronwall+ ’07
Gawiser+ ‘07.....



Concordance ΛCDM model    

• Successful on large-scales

• Interpret galaxy obs in the 
context of ΛCDM model
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timation method in its entirety, but it should be equally
valid.

7.3. Comparison to other results

Figure 35 compares our results from Table 3 (modeling
approach) with other measurements from galaxy surveys,
but must be interpreted with care. The UZC points may
contain excess large-scale power due to selection function
effects (Padmanabhan et al. 2000; THX02), and the an-
gular SDSS points measured from the early data release
sample are difficult to interpret because of their extremely
broad window functions. Only the SDSS, APM and angu-
lar SDSS points can be interpreted as measuring the large-
scale matter power spectrum with constant bias, since the
others have not been corrected for the red-tilting effect
of luminosity-dependent bias. The Percival et al. (2001)
2dFGRS analysis unfortunately cannot be directly plotted
in the figure because of its complicated window functions.

Figure 36 is the same as Figure 35, but restricted to a
comparison of decorrelated power spectra, those for SDSS,
2dFGRS and PSCz. Because the power spectra are decor-
related, it is fair to do “chi-by-eye” when examining this
Figure. The similarity in the bumps and wiggles between

Fig. 35.— Comparison with other galaxy power spectrum measure-
ments. Numerous caveats must be borne in mind when interpreting
this figure. Our SDSS power spectrum measurements are those from
Figure 22, corrected for the red-tilting effect of luminosity dependent
bias. The purely angular analyses of the APM survey (Efstathiou
& Moody 2001) and the SDSS (the points are from Tegmark et al.
2002 for galaxies in the magnitude range 21 < r∗ < 22 — see also
Dodelson et al. 2002) should also be free of this effect, but rep-
resent different mixtures of luminosities. The 2dFGRS points are
from the analysis of HTX02, and like the PSCz points (HTP00) and
the UZC points (THX02) have not been corrected for this effect,
whereas the Percival et al. 2dFGRS analysis should be unafflicted
by such red-tilting. The influential PD94 points (Table 1 from Pea-
cock & Dodds 1994), summarizing the state-of-the-art a decade ago,
are shown assuming IRAS bias of unity and the then fashionable
density parameter Ωm = 1.

Fig. 36.— Same as Figure 35, but restricted to a comparison
of decorrelated power spectra, those for SDSS, 2dFGRS and PSCz.
The similarity in the bumps and wiggles between the three power
spectra is intriguing.

Fig. 37.— Comparison of our results with other P (k) constraints.
The location of CMB, cluster, lensing and Lyα forest points in this
plane depends on the cosmic matter budget (and, for the CMB,
on the reionization optical depth τ), so requiring consistency with
SDSS constrains these cosmological parameters without assumptions
about the primordial power spectrum. This figure is for the case of a
“vanilla” flat scalar scale-invariant model with Ωm = 0.28, h = 0.72
and Ωb/Ωm = 0.16, τ = 0.17 (Spergel et al. 2003; Verde et al. 2003,
Tegmark et al. 2003b), assuming b∗ = 0.92 for the SDSS galaxies.

Tegmark et al. (2004)

WMAP5



Requirements

• Galaxy stellar mass function

• Luminosity functions (UV - K, IR, Lya,...)

• mass -- metallicity relationship  (Mstar vs. Z/Zsun)

• metal -- dust relationship (Z/Zsun vs. E(B-V))

• effects of dust on Lya photons (fLya vs. E(B-V))

• escape fraction of ionizing photons  fion

• gas kinematics around SF regions

(for both theorists and observers...)



Cosmological Hydro Simulation
+ Multiphase ISM model 

• model galaxy formation from first principles in a ΛCDM universe

• GADGET-2 Smoothed Particle Hydrodynamics code (Springel ’05)

• LBG/LAEs @z=3-6, massive gals, DRGs/EROs, DLAs, .... 

radiative cooling/heating, star formation, SN & galactic wind feedback
sub-particle multiphase ISM model

(KN+ 04ab, 05ab, 07, 08a,b)
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Figure 2. Projected baryonic density fields in slices through a selection of our simulations at various redshifts. In each case, the slice has a thickness equal to
one-fifth of the box size of the corresponding simulation (see Table 1). The Z4 simulation in the top left-hand corner has the highest spatial resolution, allowing
to identify the hot ‘bubbles’ in the IGM that develop as a result of impinging galactic winds. These bubbles are filled with gas with temperatures up to 106 K,
as seen in the projected mass-weighted temperature map in the top right-hand corner.
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median value of 0.15 and a significant old stellar population exists
in LBGs at z = 3, with a stellar mass of ≈1010 M" (Papovich et al.
2001; Shapley et al. 2001). The existence of such a stellar compo-
nent would again suggest that LBGs are embedded in massive dark
matter haloes that have continuously formed stars over an extended
period of approximately 1 Gyr up to z = 3. These systems would
then most likely evolve into elliptical galaxies at the present day, or
into the spheroidal components of massive spiral galaxies.

However, in a competing model, LBGs have been suggested to
be merger-induced starbursting systems associated with low-mass
haloes (Lowenthal et al. 1997; Sawicki & Yee 1998; Somerville,
Primack & Faber 2001) and in some cases merger-induced star-
bursts are given a crucial role even when LBGs are the most mas-
sive galaxies at their time (Somerville et al. 2001). Given that the
merger rate is expected to be quite high at z # 3, these scenarios
provide an interesting alternative to the more conventional picture
that associates LBGs with the most massive systems.

Self-consistent hydrodynamic simulations are an ideal tool for
trying to distinguish between these different scenarios for the na-
ture of LBGs. Davé et al. (1999) and Weinberg, Hernquist & Katz
(2002) were the first to employ smoothed particle hydrodynamics
(SPH) simulations to this end. However, their box size of 11.1 h−1

Mpc represented an important limitation because the space-density
of LBGs is so low that only a few of them can be found in a volume
of this size, as we will discuss further in Section 4. Therefore, sim-
ulations with a larger box size are desirable to obtain larger samples
of simulated LBGs. Nagamine (2002) used an Eulerian hydrody-
namic simulation with a box size of L box = 25 h−1 Mpc, tracing
the merger history of galaxies from z = 5–0. The results of these
earlier numerical studies were consistent with each other and agreed
reasonably well with the observations, within the uncertainties. In
particular, the median stellar masses of LBGs were predicted to be
∼1010 h−1 M" and the simulated galaxies were experiencing sig-
nificant star formation rates (>30 M" yr) for extended periods of
time (!1 Gyr).

In this paper, we improve on the earlier numerical studies of
LBGs by using a new set of high-resolution numerical simulations.
These simulations are based on a novel model for the physics of
star formation and feedback, and they use a more accurate imple-
mentation of SPH. For the first time, we also systematically study
the effects of resolution and box size in the context of simulated
LBG galaxies. The treatment of star formation and feedback we
use is based on a subresolution multiphase description of the dense,
star-forming interstellar medium (ISM) and a phenomenological
model for strong feedback by galactic winds, as recently proposed
by Springel & Harnquist (2003a). This model has been shown to
provide converged star formation rates for well-resolved galaxies,
with a cosmic star formation history consistent with recent observa-
tions (Springel & Hernquist 2003b; Hernquist & Springel 2003).1

The inclusion of winds was motivated by the realization that galactic
outflows at high redshift (Pettini et al. 2002) likely play a key role in
distributing metals into the intergalactic medium (IGM; e.g. Aguirre
et al. 2001a,b), as well as being important for the regulation of star
formation activity. In fact, winds may also alter the distribution of
neutral gas around galaxies (Adelberger et al. 2003), although the
details of how this process may happen remain unclear (e.g. Croft
et al. 2002; Kollmeier et al. 2003; Bruscoli et al. 2003). In passing,

1 We note an error in fig. 12 of Springel & Hernquist (2003b) in which the
observational estimates of the star formation rate (SFR) were plotted too
high by a factor of h−1 = 1.4. When corrected, the observed points are in
better agreement with the theoretical estimates; see astro-ph/0206395.

we note that both Desjacques et al. (2004) and Maselli et al. (2004)
have found that the Lyman α transmissivity close to LBGs, as mea-
sured by Adelberger et al. (2003), is better reproduced if LBGs are
identified as dwarf starbursting galaxies as proposed in Somerville
et al. (2001) and Weatherley & Warren (2003). We will discuss the
work of Weatherley & Warren (2003) in Section 8. Together with
the increase in numerical resolution provided by our simulations, it
is of interest to see how our refined physical modelling modifies the
predictions for LBG properties within the "CDM scenario.

This paper is organized as follows. In Section 2, we briefly intro-
duce the numerical parameters of our simulation set. In Section 3,
we then describe our method for computing spectra of simulated
galaxies both in the rest and observed frames. In Sections 4 and
5, we show the colour–colour diagrams and colour–magnitude dia-
grams of simulated galaxies, and we discuss the number density of
colour-selected LBGs, as well as the stellar masses of LBGs at z =
3. We then investigate the rest-frame V-band luminosity function
and observed R-band luminosity function in Section 6, followed by
an analysis of the star formation histories of LBGs in Section 7.
Finally, we summarize and discuss the implications of our work in
Section 8.

2 S I M U L AT I O N S

We analyse a large set of cosmological SPH simulations with varying
box size, mass resolution and feedback strength, as summarized in
Table 1. Our box size ranges from 10 to 100 h−1 Mpc on a side, with
particle numbers between 2 × 1443 and 2 × 4863, giving gaseous
mass resolutions in the range 3.3 × 105 to 3.3 × 108 h−1 M".
These simulations are partly taken from a study of the cosmic star
formation history by Springel & Hernquist (2003b), supplemented
by additional runs with weaker or no galactic winds. A similar set of
simulations was used by Nagamine, Springel & Hernquist (2004a,b)
to study the properties of damped Lyman α absorbers, but here we
analyse the G6 run, which has higher resolution than the G4 run
used in previous studies. The simulations with the same box size
are run with the same initial condition.

There are three main novel features to our simulations. First,
we use the new conservative entropy formulation of SPH (Springel
& Hernquist 2002), which explicitly conserves entropy (in regions
without shocks) as well as momentum and energy, even when one al-
lows for fully adaptive smoothing lengths (see e.g. Hernquist 1993).
This formulation moderates the overcooling problem present in

Table 1. Simulations employed in this study. The box size is given in units
of h−1 Mpc, N p is the particle number of dark matter and gas (hence × 2),
mDM and mgas are the masses of dark matter and gas particles, respectively,
in units of h−1 M", ε is the comoving gravitational softening length in
units of h−1 kpc and zend is the ending redshift of the simulation. The value
of ε is a measure of spatial resolution. From the top to the bottom row, we
call the first five runs collectively (O3 to Q5) Q series, D4 and D5 D series,
and G5 and G6 G series.

Run Box size N p mDM mgas ε zend Wind

O3 10.00 2 × 1443 2.42 × 107 3.72 × 106 2.78 2.75 None
P3 10.00 2 × 1443 2.42 × 107 3.72 × 106 2.78 2.75 Weak
Q3 10.00 2 × 1443 2.42 × 107 3.72 × 106 2.78 2.75 Strong
Q4 10.00 2 × 2163 7.16 × 106 1.10 × 106 1.85 2.75 Strong
Q5 10.00 2 × 3243 2.12 × 106 3.26 × 105 1.23 2.75 Strong

D4 33.75 2 × 2163 2.75 × 108 4.24 × 107 6.25 1.00 Strong
D5 33.75 2 × 3243 8.15 × 107 1.26 × 107 4.17 1.00 Strong

G5 100.0 2 × 3243 2.12 × 109 3.26 × 108 8.00 0.00 Strong
G6 100.0 2 × 4863 6.29 × 108 9.67 × 107 5.00 0.00 Strong

C© 2004 RAS, MNRAS 350, 385–395
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Lyα  Luminosity Function
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factor of 5-10

Assuming

(Kennicutt ‘98; Leitherer+ ’99)

Salpeter IMF,  [0, 100]M⦿, 0.05<Z/Z⦿<2
L=14Mpc

L=43Mpc

L=143Mpc

A. Verhamme et al.: 3D Lyα radiation transfer. III. 103

Fig. 14. Lyα escape fraction versus dust extinction in the gas for the
LBG (circles) and local starbursts (crosses). We find a clear correlation
between the Lyα escape fraction and the dust amount in the shell, for
the 11 objects from the FDF. The filled circles stand for objects with
asymmetric profiles, open circles the remaining ones. The solid line
represents the continuum attenuation, fecont = exp(−τa) ≈ exp(−10 ×
E(B−V)), the dashed line the fit proposed in Eq. (3). The crosses and the
upper limit are the integrated escape fractions from a sample of 6 local
starbursts from Atek et al. (2008) plotted as a function of E(B − V)
measured from the Balmer decrement.

We propose a fit to predict the escape fraction of Lyα photons
knowing the dust extinction (dashed curve on Fig. 14):

fe = 10−7.71×E(B−V). (3)

Note that E(B − V) in the formula is the extinction in the gas,
which may be different from the extinction of the stars (Calzetti
et al. 2000), as already mentioned above. Interestingly, the two
static objects are also fitted by this formula, which illustrates that
dust is really the dominant parameter governing the Lyα escape
in our objects. One of these (4691) is dust-free, so its escape frac-
tion is ∼1, but in the other object (7539), 30% of the Lyα pho-
tons escape the medium. For the same extinction, moving media
present an escape fraction of 40−45%, which is consistent with
the theoretical prediction that fe increases with Vexp.

Empirical Lyα escape fractions have recently been measured
by Atek et al. (2008) from imaging for a sample of 6 local
starbursts. Their values are compared to our data for LBGs in
Fig. 14. For E(B − V) ≤ 0.2, our results are in good agreement
with three local objects. SBS 0335-052 with an integrated ex-
tinction of E(B−V)gas ≈ 0.21 shows no Lyα emission, it is a net
absorber. For larger E(B − V) values, the Lyα escape fraction of
two local starbursts (Haro 11 and NGC 6090) are higher than fe
predicted by our fit to the LBGs studied here. Deviations from a
simple homogeneous shell geometry are the most likely expla-
nation for this difference. This will be testable through detailed
modeling both of the spatially resolved and integrated properties
of the local objects.

Since the Lyα line flux is more strongly reduced (due to
multiple scattering effects) than the adjacent continuum, the
Lyα equivalent width depends on the extinction. This phe-
nomenon is added to the one already known to result from the
extinction difference between the gas and the stellar continuum.
In principle, a measurement of EW(Lyα)obs could thus be used

Fig. 15. Temporal evolution of Lyα and UV SFR predictions from the
synthesis models of S03 for three metallicities (Z = 0.02 = Z& in
black, 0.004 in red, and 0.0004 in blue) computed for instantaneous
bursts and/or constant SF. Top: Lyα line luminosity in erg s−1 emitted
per unit SF rate, assuming a Salpeter IMF from 0.1 to 100 M&. The dot-
ted line shows the “canonical” value based on Kennicutt (1998) and a
standard Lyα/Hα ratio. Middle: logarithm of the UV to Lyα SFR ratio.
The shaded area shows the allowed range for constant SF models with
metallicities between 1/50 Z& and solar. Bottom: Lyα equivalent width.

to determine the extinction, provided the intrinsic equivalent
width EW int is known. Concretely, the fit-relation between fe and
E(B−V)gas proposed above (Eq. (3)) translates into the following
behaviour of Lyα equivalent width with extinction:

log
(

EW rest
obs

EW int

)
= −E(B − V)gas (7.71 − 0.4kλ r)

≈ −5.6 E(B − V)gas (4)

where kλ=1216 Å ≈ 12 and r = E(B − V)$/E(B − V)gas = 0.44
according to Calzetti (2001). Adopting reasonable values for
EW int (e.g. from Fig. 15), this formula may be used to obtain a
crude estimate of the extinction in LAEs based on a pure equiv-
alent width measurement. An extinction corrected SFR(Lyα)
value can then be obtained from the Lyα luminosity using an
appropriate SFR calibration from Fig. 15, consistently with the
assumed value of EW int.

4.8. SFR indicators

Given our quantitative analysis of Lyα radiation transfer, the de-
termination of the Lyα escape fraction and of the extinction, we
are now able to examine to what extent Lyα and the UV contin-
uum provide consistent measures of the star formation rate. The
main results of this exercise are shown in Fig. 16

First we note that three of our objects (1267, 4454, 5812)
show observed, i.e. uncorrected SFR values corresponding to
SFR(Lyα) > SFR(UV). Such a result need not be inconsis-
tent; this behaviour is indeed expected for young bursts or
objects where constant star formation has not yet proceeded
over long enough timescales, i.e. for timescales <∼10−100 Myr
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standard Lyα/Hα ratio. Middle: logarithm of the UV to Lyα SFR ratio.
The shaded area shows the allowed range for constant SF models with
metallicities between 1/50 Z& and solar. Bottom: Lyα equivalent width.

to determine the extinction, provided the intrinsic equivalent
width EW int is known. Concretely, the fit-relation between fe and
E(B−V)gas proposed above (Eq. (3)) translates into the following
behaviour of Lyα equivalent width with extinction:

log
(

EW rest
obs

EW int

)
= −E(B − V)gas (7.71 − 0.4kλ r)

≈ −5.6 E(B − V)gas (4)

where kλ=1216 Å ≈ 12 and r = E(B − V)$/E(B − V)gas = 0.44
according to Calzetti (2001). Adopting reasonable values for
EW int (e.g. from Fig. 15), this formula may be used to obtain a
crude estimate of the extinction in LAEs based on a pure equiv-
alent width measurement. An extinction corrected SFR(Lyα)
value can then be obtained from the Lyα luminosity using an
appropriate SFR calibration from Fig. 15, consistently with the
assumed value of EW int.

4.8. SFR indicators

Given our quantitative analysis of Lyα radiation transfer, the de-
termination of the Lyα escape fraction and of the extinction, we
are now able to examine to what extent Lyα and the UV contin-
uum provide consistent measures of the star formation rate. The
main results of this exercise are shown in Fig. 16

First we note that three of our objects (1267, 4454, 5812)
show observed, i.e. uncorrected SFR values corresponding to
SFR(Lyα) > SFR(UV). Such a result need not be inconsis-
tent; this behaviour is indeed expected for young bursts or
objects where constant star formation has not yet proceeded
over long enough timescales, i.e. for timescales <∼10−100 Myr
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Fig. 14. Lyα escape fraction versus dust extinction in the gas for the
LBG (circles) and local starbursts (crosses). We find a clear correlation
between the Lyα escape fraction and the dust amount in the shell, for
the 11 objects from the FDF. The filled circles stand for objects with
asymmetric profiles, open circles the remaining ones. The solid line
represents the continuum attenuation, fecont = exp(−τa) ≈ exp(−10 ×
E(B−V)), the dashed line the fit proposed in Eq. (3). The crosses and the
upper limit are the integrated escape fractions from a sample of 6 local
starbursts from Atek et al. (2008) plotted as a function of E(B − V)
measured from the Balmer decrement.

We propose a fit to predict the escape fraction of Lyα photons
knowing the dust extinction (dashed curve on Fig. 14):

fe = 10−7.71×E(B−V). (3)

Note that E(B − V) in the formula is the extinction in the gas,
which may be different from the extinction of the stars (Calzetti
et al. 2000), as already mentioned above. Interestingly, the two
static objects are also fitted by this formula, which illustrates that
dust is really the dominant parameter governing the Lyα escape
in our objects. One of these (4691) is dust-free, so its escape frac-
tion is ∼1, but in the other object (7539), 30% of the Lyα pho-
tons escape the medium. For the same extinction, moving media
present an escape fraction of 40−45%, which is consistent with
the theoretical prediction that fe increases with Vexp.

Empirical Lyα escape fractions have recently been measured
by Atek et al. (2008) from imaging for a sample of 6 local
starbursts. Their values are compared to our data for LBGs in
Fig. 14. For E(B − V) ≤ 0.2, our results are in good agreement
with three local objects. SBS 0335-052 with an integrated ex-
tinction of E(B−V)gas ≈ 0.21 shows no Lyα emission, it is a net
absorber. For larger E(B − V) values, the Lyα escape fraction of
two local starbursts (Haro 11 and NGC 6090) are higher than fe
predicted by our fit to the LBGs studied here. Deviations from a
simple homogeneous shell geometry are the most likely expla-
nation for this difference. This will be testable through detailed
modeling both of the spatially resolved and integrated properties
of the local objects.

Since the Lyα line flux is more strongly reduced (due to
multiple scattering effects) than the adjacent continuum, the
Lyα equivalent width depends on the extinction. This phe-
nomenon is added to the one already known to result from the
extinction difference between the gas and the stellar continuum.
In principle, a measurement of EW(Lyα)obs could thus be used
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per unit SF rate, assuming a Salpeter IMF from 0.1 to 100 M&. The dot-
ted line shows the “canonical” value based on Kennicutt (1998) and a
standard Lyα/Hα ratio. Middle: logarithm of the UV to Lyα SFR ratio.
The shaded area shows the allowed range for constant SF models with
metallicities between 1/50 Z& and solar. Bottom: Lyα equivalent width.

to determine the extinction, provided the intrinsic equivalent
width EW int is known. Concretely, the fit-relation between fe and
E(B−V)gas proposed above (Eq. (3)) translates into the following
behaviour of Lyα equivalent width with extinction:
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where kλ=1216 Å ≈ 12 and r = E(B − V)$/E(B − V)gas = 0.44
according to Calzetti (2001). Adopting reasonable values for
EW int (e.g. from Fig. 15), this formula may be used to obtain a
crude estimate of the extinction in LAEs based on a pure equiv-
alent width measurement. An extinction corrected SFR(Lyα)
value can then be obtained from the Lyα luminosity using an
appropriate SFR calibration from Fig. 15, consistently with the
assumed value of EW int.

4.8. SFR indicators

Given our quantitative analysis of Lyα radiation transfer, the de-
termination of the Lyα escape fraction and of the extinction, we
are now able to examine to what extent Lyα and the UV contin-
uum provide consistent measures of the star formation rate. The
main results of this exercise are shown in Fig. 16

First we note that three of our objects (1267, 4454, 5812)
show observed, i.e. uncorrected SFR values corresponding to
SFR(Lyα) > SFR(UV). Such a result need not be inconsis-
tent; this behaviour is indeed expected for young bursts or
objects where constant star formation has not yet proceeded
over long enough timescales, i.e. for timescales <∼10−100 Myr
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Two simple scenarios

•“Escape fraction” scenario:

• all LBGs emit Lyα emission, but uniformly attenuated by a 
factor of fLyα: 

•“Stochastic” scenario:

• only a fraction Cstoc of star-forming gals are active (or can be 
observed) as LAE  

LAEs and LBGs at z = 3 − 6 5

Without any corrections to the Lyα luminosity, we find
that our simulations overpredict the Lyα LF by a sig-
nificant factor (∼ 10) compared to the observations of
Ouchi et al. (2007). Here, we choose to compare our re-
sults with the data by Ouchi et al. (2007), because their
sample comes from a large survey field and they have
performed extensive comparisons with the earlier LF es-
timates. Ouchi et al.’s LF at z ∼ 3 is consistent with that
of Gronwall et al. (2007). According to their data, there
is not much evolution (no more than a factor of 2 − 3)
between z = 6 and 3 in the observed apparent Lyα LF
either in luminosity or number density. However, Lyα
fluxes from high-z sources are attenuated by the inter-
galactic neutral hydrogen, causing an asymmetric profile
in the Lyα emission line with the blue-side being ab-
sorbed more (e.g., Hu et al. 2004; Kashikawa et al. 2006;
Shimasaku et al. 2006). Therefore, when the data is cor-
rected for this effect, little evolution in the apparent Lyα
LF means strong evolution in the intrinsic LF, in the
sense that the Lyα luminosity and/or the number den-
sity of LAEs are intrinsically brighter/higher at z # 6
than at z # 3.

In the following, we consider two possible scenarios to
match the simulation results to the observed apparent
Lyα LF. The two proposed scenarios are very simple, but
they capture the two extreme situations that plausibly
bracket the true behavior.

5.1. Escape Fraction Scenario

In the first scenario we simply assume that only a fixed
fraction of Lyα photons reaches us from the source, i.e.,

F obs
Lyα = fLyαF intrinsic

Lyα , (3)

where FLyα is the Lyα flux. The parameter fLyα can
be interpreted as an effective escape fraction that in-
cludes the following three effects: escape of ionizing pho-
tons, local dust extinction, and absorption by the IGM
(Barton et al. 2004). We characterize this as

fLyα = fdust (1 − f ion
esc ) fIGM, (4)

where fdust is the fraction of Lyα photons that is not
extinguished by local dust, f ion

esc is the fraction of ionizing
photons that escape from galaxies and thus create no Lyα
photons, and fIGM is the fraction of Lyα photons that
are not absorbed by the IGM, i.e., the transmitted flux.
We call this case the “escape fraction” scenario.

Of course, in the real universe, different galaxies may
have different values of fdust and f ion

esc , depending on their
physical parameters such as age, mass, SFR and local
environment. These parameters can also depend on red-
shift. Therefore, the above parameterization should be
interpreted as an attempt to capture the average behav-
ior of bright galaxies that are currently being observed,
even though for simplicity we do not indicate the implicit
averaging with 〈· · ·〉 in our notation.

The left column of Figure 4 shows a comparison of
our simulation results with the observational data by
Ouchi et al. (2007), adopting fLyα = 0.1 (0.15) for z = 3
(6). This scenario corresponds to simply shifting the
simulated LF toward lower luminosity, therefore the cur-
rently observed LAEs correspond to relatively massive
galaxies with high SFR. Here we selected the values of
fLyα such that the G6 run agrees well with the observed

data points, because this run has the largest box size
and covers the bright-end of the observed LF much bet-
ter than our other runs. The D5 run underestimates the
number density of massive galaxies with log LLyα ! 42
owing to its smaller box size. The agreement between the
simulation results and the observed data is very good at
both z = 3 and 6, including the slope of the LF. Since
our SFR function does not evolve very much (Fig. 2), the
values of fLyα at z = 3 and 6 are very close.

5.1.1. 5.1.1. IGM attenuation and f ion
esc , fdust

We estimate the effect of IGM attenuation to be

fIGM = e−τeff = 0.82 (0.52) for z = 3 (6) (5)

using the Madau (1995) formulation with the assump-
tion that only half of the symmetric Lyα line is ab-
sorbed. These values are consistent with those obtained
by Ouchi et al. (2007). Inserting Eq. (5) into Eq. (4), we
obtain

fdust (1 − f ion
esc ) = 0.12 (0.29) for z = 3 (6). (6)

Chen et al. (2007) reported that, using the afterglow
spectra of long-duration gamma-ray bursts, the mean es-
cape fraction of ionizing radiation from sub-L∗ galaxies
at z ! 2 is 〈f ion

esc 〉 = 0.02 ± 0.02 with an upper limit of
〈f ion

esc 〉 ≤ 0.075. If the escape fraction of ionizing pho-
tons is as small as f ion

esc = 0.02, then our result implies
fdust ≈ 0.12 (0.29) at z = 3 (6).

Inoue et al. (2006, Fig. 3) compiled existing direct
measurements of escape fractions of ionizing photons and
estimates based on the observed ionizing background in-
tensities. They suggested that the value of f ion

esc might
be increasing with redshift: f ion

esc ≈ 0.02, 0.06 & 0.2 at
z = 2, 3 & 4 − 6. In this case,

fdust = 0.13 (0.36) at z = 3 (6). (7)

The lower value of fdust at z = 3 suggests that the envi-
ronment around the star-forming regions becomes more
polluted by dust as star-formation proceeds from z = 6
to 3, blocking more Lyα photons.

Many researchers (e.g., Le Delliou et al. 2006;
Kobayashi et al. 2007) simply adopted fIGM = 1.0,
arguing that various effects can reduce the amount of
IGM attenuation, such as ionization of the IGM around
galaxies, clearing of the IGM by galactic winds, and
redshifting of Lyα photons by the scattering in the
wind. They also refer to the fact that the reionization
of the Universe was mostly completed by z ∼ 6, as
indicated by measurements of Gunn-Peterson absorption
in quasar spectra, and as suggested by constraints on
the clustering of LAEs (McQuinn et al. 2007). It is
possible that the asymmetric Lyα line profile is caused
by the local ISM at the source, rather than by the IGM.
Given the large uncertainty in the value of fIGM, we
also consider the case of fIGM = 1.0. In this case, our
result implies fdust (1− f ion

esc ) = 0.10 (0.15) for z = 3 (6).
Adopting the values of f ion

esc = 0.06 (0.20) at z = 3 (6)
from Inoue et al. (2006), we obtain

fdust = 0.11 (0.19) at z = 3 (6). (8)

In either case, our results imply fdust ≈ 0.1 at z = 3,
and fdust ≈ 0.2 − 0.4 at z = 6.

(due to “interstellar weather”)

α
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Figure 5. Marginalized constraints on the six Population III model parameters, (εDC, f∗,Tα,57,Tα,65, fIII, EWIII), are shown in the lower three panels. In the
best-fitting Population III model, each galaxy goes through a luminous Lyα phase during which the EW is EWIII = 600–800 Å for a fraction f III = 0.04–0.1
of the galaxy’s lifetime. Although the bright phase only lasts a few to 10 per cent of their lifetime, galaxies in the bright phase are more easily detectable, and
the number of galaxies detected in Lyα surveys in the bright phase is equal to that detected in the faint phase. This is also demonstrated by the thick solid line
(with label ‘1.0’) in the lower left-hand panel, which shows the combination of fIII and EWIII that produces equal numbers of galaxies in the Population III and
II phase (the dashed lines are defined similarly, also see Fig. 6). The best-fitting intrinsic EWs are in excess of the maximum allowed for a Population II stellar
population having a Salpeter mass function. Therefore, this model requires a burst of very massive star formation lasting no more than a few to 10 per cent of
the galaxy’s star-forming lifetime, and may indicate the presence of Population III star formation in a large number of high-redshift LAEs.

further in Section 6.3). In our model a galaxy that is selected based
on its rest-frame UV-continuum emission has a probability fIII of
being observed in the Lyα bright phase, while the probability of
finding galaxies in the Lyα faint phase is 1 − f III. In Section 5, we
found f III ∼ 0.1; hence, an i-drop galaxy is ∼10 times more likely
to have a low than a high observed EW. If we denote the number
of galaxies with EW > 100 Å by NIII, and the number of galaxies
with EW < 100 Å by NII, then the model predicts NIII/NII = f III/

(1 − f III) ∼ 0.1, while the observed fraction including the galaxies
for which the EW is known as upper or lower limit is NIII/NII =
0.19 ± 0.05. Therefore, the qualitative difference in observed Lyα

EW distribution among i-drop galaxies in the HUDF and among
Lyα-selected galaxies follows naturally from our two-phase star
formation model. Note that our model predicts Population III star
formation to be observed in f III/(1 − f III) ∼ 10 per cent of the z =
6.0 LBG population.

The dependence of the observed EW distribution on the selec-
tion criteria used to construct the sample of galaxies is illustrated in
Fig. 6. To construct this figure, we have taken the best-fitting Pop-
ulation III model of Section 5. For the purpose of presentation, we
let the IGM fluctuate according to the prescription of Section 4 with
σu = 0.1, so that the model predicts a finite range of EWs in
each phase. The left- and right-hand panels show the predicted
EW distribution for Lyα-selected (left-hand panel) and UV-selected
(right-hand panel) galaxies as the solid lines, respectively. For a
UV-selected galaxy the probability of being in the bright phase
and having an observed EW in the range EWIII × (Tα ± dTα/2)
is fIII P(Tα) dTα . Here P(Tα)dTα is the probability that the IGM
transmission is in the range Tα ± dTα/2, which is derived from
equation (4). The units on the vertical axis are arbitrary, and chosen

Figure 6. Comparison of the predicted EW distribution for UV- and Lyα-
selected galaxies. The best-fitting Population III model (see Section 5) was
used. In order to get a finite range of observed EWs (instead of only two
values at Tα × EWII and Tα × EWIII, we assumed the IGM transmission
to fluctuate. The units on the vertical axis are arbitrary. The figure shows
that in our Population III model, the Lyα-selected sample contains a larger
relative fraction of large-EW LAEs than the UV-selected (i-drop) sample,
which is qualitatively in good agreement with the observations (shown by
the histograms).

to illustrate the different predicted and observed Lyα EW distrib-
tions for the two samples at large EWs. The observed distributions
for Lyα- and UV-selected galaxies, shown as the histograms, are
taken from Shimasaku et al. (2006) and Stanway et al. (2007),
respectively. Fig. 6 clearly shows that both the predicted and ob-
served Lyα-selected samples contain significantly more large-EW
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FIG. 5.— The LBG luminosity function at z=6 (solid line) and z=7.6 (dotted
line) obtained using the model parameters that maximize the likelihood at
z=6. The solid and open circles correspond to observed LBG abundances
at z=6 (Bouwens et al. 2006) and z=7.6 (Bouwens & Illingworth 2006). The
two datapoints at z=7.6 (offset horizontally for clarity) correspond to more
and less conservative selections of z-drops in Bouwens & Illingworth (2006).
While there is not yet much data at z=7.6, the existing data at these two
redshifts can be fit without any evolution in the fit parameters f! and εDC.

may have been a significant amount of star formation at ear-
lier times. This is evidenced by observations of LBGs at z! 6
with stellar masses as great as a few ×1010M! and ages of
200-700 Myr (Eyles et al. 2005, 2006). Given the current ob-
served star formation rate of these galaxies, the past star for-
mation rate had to have been higher at earlier times. Taken
together, these observations and the 20% duty cycle inferred
from the luminosity function of the LBGs suggest that the pur-
ported deficity of ionizing photons compared to taht required
for reionization (Bunker et al. 2004b; Bouwens et al. 2006) at
z! 6 could be accounted for by earlier star formation.

4.2. Lyα emitters

We now use a procedure similar to that described for the
LBGs to model the LAEs. The key difference is that we must
also consider the fraction of Lyα photons that escape from the
galaxy and IGM, Tα. We generate a grid of models at z = 5.7
and z = 6.5 with the duty cycle, εDC ranging from 10!3 and 1
and the product of the star formation efficiency and Lyα es-
cape fraction, f!Tα spanning between 10

!3 and 1. Each model
is compared to the observed abundances, and the likelihood
is then determined for each model in an identical fashion to
that discussed for the LBGs. We first perform this procedure
for our simple model and then examine it in the context of a
model including supernova feedback.
Likelihood contours are presented in the top panel of

Figure 6 for z = 5.7 (solid contours) and z = 6.6 (dot-
ted contours). As with the fit to the LBGs, there ex-
ists a strong degeneracy between εDC and f!Tα. The best-
fitting parameters (with associated one-sigma uncertainties)
are (εDC, f!Tα) = (0.0016+0.0431!0.0006,0.0056

+0.0085
!0.0006) at z = 5.7 and

(εDC, f!Tα) = (1.0+0.0!0.5,0.063
+0.004
!0.018) at z = 6.5. The z = 5.7 data

are significantly better fit (factor of 4 greater maximum like-
lihood at z = 5.7) by the advanced model including supernova
feedback (bottom panel of Figure 6). The best-fitting parame-
ters at z = 6.5 remain unchanged, while those at z = 5.7 change
slightly: (εDC, f!Tα) = (0.040+0.023!0.004,0.016

+0.0019
!0.0017). Since the

model with supernova feedback provides a better fit to the
z = 5.7 data, we focus our discussion on the model parameters
derived in this fit, rather than the most simple model, in our
discussion below.
The best-fitting luminosity functions are plotted over the

observed abundances in the top panel of Figure 7 (simple
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FIG. 6.— Top: Confidence intervals on free parameters in analytic fit of
observed LAE abundances at z=5.7 (solid lines) and z=6.5 (dotted lines). The
likelihood contours are 64% (blue) and 26% (red) of the peak likelihood. The
parameters that maximize the likelihood are (εDC, fstarTα)=(0.0016,0.0056)
at z=5.7 and (εDC, fstarTα)=(1.0,0.063) at z=6.5. Bottom: Same as Figure 6a
with the addition of a simple prescription for supernova feedback.

model) and in the bottom panel of Figure 7 (advanced model
with supernova feedback). The error bars in these plots in-
clude both Poisson and clustering variance. Examining the
confidence intervals and luminosity functions, it seems that
the data suggest some evolution in the best-fitting model pa-
rameters between z=5.7 and z=6.5. It is unlikely that the
evolution is associated with a change in the neutral fraction
of the IGM because the parameter that is proportional to the
transmission of Lyα photons, f!TLyα, increases between z=5.7
and z=6.5, contrary to what would be expected if the neutral
fraction increased. Taken at face value, the evolution in the
model parameters suggests that the star formation efficiency
and lifetime in LAEs increases between z = 5.7 and z = 6.5.
However, uncertainties in the observations make these con-
clusions tentative. The LAE luminosity function adopted in
this paper is based on a photometric sample of objects se-
lected with a narrowband filter. While many of the most lu-
minous photometrically-selected objects have been confirmed
spectroscopically, at lower luminosities the completeness is
still low. It is possible that there is significant contamination
from low-redshift line emitters, and hence that the densities at
these low luminosities are overestimated. If the error bars at
low luminosities are enlarged to reflect this uncertainty, then
Dijkstra et al. (2006) claim the model parameters are consis-
tent with no evolution between z = 5.7 and z = 6.5 except in
the underlying halos. Additional spectroscopic observations
of the lowest luminosity LAEs are clearly necessary to re-
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teraction of Lyα photons with neutral hydrogen which occurs
in the latter population. In ourmodel of LBGs described in §2,
there are two free-parameters: the star formation efficiency f"
and the duty cycle εDC. First we determine these parameters
by reproducing the observations at z ! 6. We later use this
model to consider whether the emerging data at z ! 7 ! 10
requires any adjustment. Significant evolution in the model
parameters between the two redshifts might signify some ex-
ternal phenomenon, such as the reionization of the intergalac-
tic neutral hydrogen. Alternatively it could cast doubt on the
reliability of the observations.
We compute a grid of LBG luminosity functions by vary-

ing f" and εDC. The comoving number density of galax-
ies predicted by the models, nmod, is compared to the ob-
served value, nobs, in each of the N luminosity bins, and a
likelihood of a given set of parameters is defined such that
L(f",εDC) = exp[!0.5χ2], where χ2 = ΣN

i=1(nobs,i !nmod,i). The
1-sigma uncertainty in the observed densities include the con-
tribution from cosmic variance (see §3) in addition to that
from Poisson noise.
We first apply our model to the observed abundance of

LBGs at z! 6, as compiled by Bouwens et al. (2006). In Fig-
ure 4, we show the likelihood contours at 64% and 26% of
the peak likelihood (corresponding to 1- and 2-σ for a Gaus-
sian distribution). The maximum likelihood and 1-σ con-
fidence intervals are ( f",εDC) = [0.13+0.15!0.07,0.20

+0.80
!0.18], in rea-

sonable agreement with a similar fit to these observations in
Wyithe & Loeb (2006). When supernova feedback is allowed
to decrease the star formation efficiency in low-mass halos
(see §2 for details), the best-fit parameters change slightly:
( f",εDC) = [0.16+0.06!0.03,0.25

+0.38
!0.09] and the likelihood increases

by almost a factor of two. The strong degeneracy between
the duty cycle and the star formation efficiency arises because
an increase in the star formation efficiency requires a longer
star formation timescale (and hence larger star formation duty
cycle) to produce the same far-UV luminosity for a given halo
mass.
Although there is some degeneracy between the best-fitting

star formation efficiency and duty cycle at z! 6, the range of
values can be physically understood. A duty cycle of 20% at
z ! 6 corresponds to a star formation lifetime of ! 200 Myr
which is only slightly larger than the dynamical time of viri-
alized halos (or the duration of equal-mass mergers) at that
redshift. Our simple model thus suggests that at z! 6, star for-
mation is proceeding on roughly the same timescale it takes
virialized baryons to settle to the center of the galaxy. A star
formation efficiency of ∼ 13% is reassuringly similar to the
ratio between the global mass density in stars and baryons in
the present-day Universe (Fukugita et al. 1998).
An independent check on the inferred duty cycle could con-

ceivably be obtained if the spectral energy distribution was
known for a large sample of z ! 5 ! 6 LBGs. Fitting these
with a grid of population synthesis models Bruzual & Charlot
(2003) allows, in principle, the estimation of the stellar mass,
dust extinction, and luminosity-weighted age of representa-
tive galaxies. Unfortunately, the ages inferred via this tech-
nique have large systematic uncertainties due to the inabil-
ity of the population synthesis models to constrain the past
star formation history (Eyles et al. 2006; Shapley et al. 2005).
Taking the star formation histories that minimize the χ2 fit to
the SEDs of LBGs at z! 6, Eyles et al. (2006) find a median
age of 500 Myr for those objects detected in the rest-frame
optical with Spitzer (and hence the most massive objects). A
stacking analysis of the least massive LBGs in their survey
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FIG. 4.— Top: Confidence intervals on star formation efficiency f" and
duty cycle εDC in a simple theoretical model for the observed abundances of
LBGs at z=6. The likelihood contours are 64% (blue dashed line) and 26%
(red solid line) of the peak likelihood. Bottom: Same as above except with
supernova feedback included in model.

indicates that these objects have ages of !60 Myr. Recall-
ing that the duty cycle is equal to the star formation timescale
divided by the cosmic time, these inferences suggest that the
duty cycle lies in the range 6-50% and perhaps increases with
the mass of the galaxy.
A further check is provided by limited data on the cluster-

ing of LBGs. The halo masses probed in the Bouwens et al.
(2006) compilation in the GOODS and UDF surveys are
7× 109 M!–3× 1011 M! according to the simple model
we have adopted. These values are consistent with cluster-
ing analysis of z ! 6 LBGs in GOODS, which suggest that
the hosting dark matter haloes are∼ 1011 M! (Overzier et al.
2006). Reionization would be accompanied by a dramatic in-
crease in the cosmological Jeans mass and and therefore in
the minimum galaxy mass (Wyithe & Loeb 2006). A direct
detection of this effect requires finding galaxies in dark mat-
ter haloes over an order of magnitude less massive than those
probed in current surveys (Barkana & Loeb 2006).
One important implication of our best-fit duty cycle is that

!80% of dark matter halos of a given mass are not traced
by LBGs. The “missing” dark matter halos may have gone
through bursts of star formation at earlier times and may be
currently quiescent. However, this does not mean that 80%
of the stellar mass is missing from observations at z ! 6.
Rather, the gas in the “missing” dark matter halos may not
have cooled sufficiently to be forming stars rapidly enough to
be selected as LBGs and thus may not be significant repos-
itories of stellar mass. The first option suggests that there



Lya Effective Escape Fractions
Authors fesc, Lya Notes

Semianalytic models (uses halo mass fcn)Semianalytic models (uses halo mass fcn)Semianalytic models (uses halo mass fcn)

Le Delliou+ ’06 0.02 top-heavy IMF

Dijkstra+ ’07 0.1 - 0.4 z~6
Stark+ ’07 0.1 - 0.2 z~6

Kobayashi+ ’09 ~0.2
Samui+ ’09 0.1 - 0.3
Dayal+ ’09 0.3 z~6

Cosmological Hydro SimulationsCosmological Hydro SimulationsCosmological Hydro Simulations

Barton+ ’04 0.1 - 0.35
Dave+ ’06 0.02 adjusted to Santos+ ’04

Nagamine+ ’08 ~0.1

Seems to converge on fesc,Lya ~ 0.1 - 0.3

(also Mao+ ’07;  Fernandez & Komatsu ’09) 



Lyα LF @ z=3
Escape fraction scenario Stochastic scenario

Data points:  Ouchi+ ‘08 fIGM=0.82 (Madau+ ’95)

(cf. Samui+ ’09; consistent result)



M* vs. SFR @z=3
Escape fraction scenario Stochastic scenario

Favors the stochastic scenario.
log Mstar log Mstar

But this was with a fixed EW of 70Å for LLya & fixed E(B-V)



Scatter in E(B-V)
(cf. Finlator+ ’06)

random Gaussian scatter:

Tremonti+ @z~0

Simulation 
@ z=3

smoothly connect to z=0 Tremonti result



Considering the effect of dust on Lyα

Lyα

UV

based on the 
M* -- Z 

relationship in 
the simulation



Considering the effect of dust on Lyα

Lyα

UV

then assume a 
relationship btw 
E(B-V) & fdust Anti-correlation 

btw fdust & M*



Effect of dust on Lya
• red-dashed: 1-to-1, fixed 

EW=70Å

• black curve: Kobayashi+’08

• blue curve: KN model with 
<fdust>=0.2 @ Ebv=0.15

• data points:  Verhamme+ ’08,  
Ono+’09, Atek+ ’09

“clumpier” ISM

more uniform ISM

attenuation on UV
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ya

Nagamine model:

log fdust = log〈fd〉 + 1. − exp(log(Ebv/0.15))



Effect of dust on Lya
• red-dashed: 1-to-1, fixed 

EW=70Å

• black curve: Kobayashi+’08

• blue curve: KN model with 
<fdust>=0.2 @ Ebv=0.15

• data points:  Verhamme+ ’08,  
Ono+’09, Atek+ ’09

“clumpier” ISM

more uniform ISM

attenuation on UV

at
te

nu
at

io
n 

on
 L

ya

Nagamine model:

log fdust = log〈fd〉 + 1. − exp(log(Ebv/0.15))

Sweet spot?



　UV & Lyα LF w/ variable E(B-V) & EW cut

Rest UV LF of all LBGs
Lyα LF of LAEs in 

escape frac scenario

EW>64

red dashed:  linear 1-to-1, EW=70Å
black dashed:  Kobayashi+ ’09
blue solid: Nag_fd020 model



Rest EW dist. Rest EW vs. Muv mag

red dashed:  linear 1-to-1, EW=70Å
black dashed:  Kobayashi+ ’09
blue solid: Nag_fd020 model

Nag_fd020 model

This correlation is a natural 
outcome of M* -- Z relationship



Rest EW vs. Mstar

red open squares:  Pentericci+ ’09
magenta points:  Ono+ ’09

Ouchi+ ’08 
EWcut (64 Å)

EW cut restricts the 
sample to lower mass 
population w/ mean 
M* ~ few x 109 Msun

No significant 
population of large EW 

& large M*

(thereby reviving the escape 
fraction scenario)



E(B-V) vs. Rest EW
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Kobayashi+’09:  completely opposite trend
due to highly extinct gals with clumpy ISM 

highly extinct 
gals with 

clumpy ISM



Variables involved in LAE study

M* galaxy stellar mass



Variables involved in LAE study

Z/Zsun SFR

M*

metallicity

positive correlation
all followed dynamically

 in the simulation



Variables involved in LAE study

Z/Zsun SFR

M*

metallicity

positive correlation
all followed dynamically

 in the simulation



Variables involved in LAE study

Z/Zsun SFR

LUV LLya
int int

M*

positive

Compute intrinsic 
luminosities from SFR



Variables involved in LAE study

Z/Zsun SFR

E(B-V)

LUV LLya
int int

LUV

M*

Assume a relationship

app

extinct

Obtain apparent UV 
luminosity/ mag



Variables involved in LAE study

Z/Zsun SFR

E(B-V)

LUV LLya
int int

LUV

M*

app

These are all roughly 
positively correlated

(although some of them weak)



Variables involved in LAE study

Z/Zsun SFR

E(B-V)

fdust

LUV LLya
int int

LUV LLya
anti-corr

M*

app app

Compute apparent 
Lya luminosity



Variables involved in LAE study

Z/Zsun SFR

E(B-V)

fdust

LUV LLya
int int

LUV LLya
anti-corr

M*

app app



Variables involved in LAE study

Z/Zsun SFR

E(B-V)

fdust

LUV LLya
int int

LUV LLya EW
anti-corr

M*

app app



(Escape fraction of ionizing photons)

What about fesc,ion?

Collaborators:  Hide Yajima (Tsukuba)
Junhwan Choi (UNLV)

This requires a treatment of radiative transfer.
Also closely related to DLA study w/ numerical sims.

fLyα = fdust(1− f ion
esc )fIGM

(poster #41)
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Why is radiation important?
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Why is radiation important?

UVB local stellar radiation



Effect of UVB
• Previous runs assumed 

optically thin approx.

• No-UVB run completely 
overpredicts.

• Weakening the UVB doesn’t 
change the result  compared 
to the orig run.

• Perhaps the UVB was sinking 
in too much into the halo.

• The run that limits UVB to 
ρ<0.01ρth agrees well w/ data.

ρth~0.1 cm-3

(cf. Kollmeier+ ’09)



Varying results on fesc,ion

6 Razoumov & Sommer-Larsen

Fig. 3.— Angular averaged escape fraction as a function of the
host halo mass (top) and the SF rate (center). Bottom: escape
fractions in the log(SFrate) − log(Mhalo) plane, with the radius
of each circle proportional to f0.5

esc . The insert box in the bottom
panel shows fesc = 10−2, 10−1, and 1. Color in all three panels
represents redshift with the rainbow palette, from z = 10.4 (violet)
to z = 4.4 (red).

at z <∼ 5 (Fig. 6).
Observations of UV-selected star-forming galaxies at

z ∼ 2 point to metallicities in the range 0.1-0.5 dex below
solar (Erb et al. 2006). If star formation peaks at z ∼
2 − 3, metallicities should be substantially lower in the
interval z ∼ 10.4 − 4.4 we study here. All models in our
set feature a gradual metal enrichment such that most
of the massive galaxies have [O/H] ∼ 0.1 − 0.5 at z = 2
(Fig. 6). Since the no-sublimation models put an upper
limit on dust absorption (Fig. 5), we conclude that its
effect is unlikely to significantly impact the output of
ionizing photons in z >∼ 4.4 galaxies, except for very rare,
unusually massive systems.

3.2. Resolution effects

For the numerical convergence study, we use an ad-
ditional model K33 to compare the escape fractions at
z = 5.85 obtained at standard (K33-64) and 8 times the
mass resolution (K33-512), while keeping the strength of
stellar feedback and the ionizing luminosity per unit stel-
lar mass constant. At these two resolutions, this galaxy
contains 755 star particles of mass 1.42 × 105 M!, and
8447 star particles of mass 1.78 × 104 M!, respectively.

We find the Lyman-limit fesc = (0.142, 0.118, 0.101)
for K33-64, and (0.215, 0.173, 0.143) for K33-512, at
r = (0.5, 1, 2) × rvir, respectively (Fig. 7). The star
formation rate in the higher resolution model is slightly
larger, 4.4 M! yr−1 vs. 3.2 M! yr−1, which could ex-
plain the observed difference in fesc, since the two quan-
tities should be coupled (Wise & Cen 2008). In addition,
we see the increased porosity of the ISM in the higher res-
olution model, with more transparent channels between
dense clumps through which radiation can escape. To be
conservative, the escape fractions presented in this work
should probably be considered as lower limits.

4. DISCUSSION AND CONCLUSIONS

We have coupled high-resolution galaxy formation
models with point-source radiative transfer to compute
the escape fractions of LyC photons from galaxies at
z = 10.4, 8.2, 6.7, 5.7, 5.0, and 4.4. We confirm very
large escape fractions of near unity at z ∼ 8 − 10 found
by Wise & Cen (2008) in dwarf 108 − 1010 M! galaxies,
conducive to efficient stellar reionization. The difference
between this result and much lower escape fractions in
Mhalo >∼ 8 × 109 M! galaxies with similar SF rates at
z = 3 − 4 (Gnedin et al. 2008) reflects the model differ-
ences between reionization-epoch star-forming galaxies
and lower-redshift dwarf galaxies with a relatively low SF
efficiency. There are several physical factors that could
account for very different SF efficiencies in z ∼ 6 − 10
galaxies. These systems are likely to have very low metal-
licities for which the strength of stellar winds is greatly
reduced (Kudritzki 2002), producing less local disrup-
tion in star-forming clouds, and leading to higher SF ef-
ficiency. Lower metallicities correspond to less efficient
cooling; however, this effect can be offset by the fact that
– at a fixed halo mass – higher redshift galaxies are more
compact resulting in more efficient cooling. In addition,
there are theoretical expectations of a more top-heavy
IMF at high redshifts (Abel et al. 2002; Bromm et al.
2002; Padoan & Nordlund 2002). A larger fraction of
massive stars is likely to yield more efficient feedback on
galactic scales, producing a larger number of transparent
channels in the ISM through which ionizing radiation can
escape the galaxy.

We did not compute the effect of ionizing radiation on
the hydrodynamical flow which is instead shaped by the
thermal feedback energy. Would our results change if
we used a coupled radiation-hydrodynamics approach?
Ionizing radiation heats up the gas which can then ex-
pand and leave the star-forming region. Gnedin et al.
(2008) found overall that coupling of radiative transfer
and hydrodynamics does not produce a large change in
fesc. For the dwarf galaxies considered by Wise & Cen
(2008), they reported fast variations of fesc by up to an
order of magnitude on the timescale of a few Myrs which
is the dynamical timescale of a star-forming molecular
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Figure 9. UV escape fraction versus halo mass plotted for varying values of (a) turbulent energy, (b) spin parameter, and (c) baryon mass fraction.
(A color version of this figure is available in the online journal.)

star formation and any of its time variations. As seen in Figure 6
the variations in SFR correspond to variations in fesc on similar
timescales, on order of a dynamical timescale of a molecular
cloud, ∼ 1–3 Myr. In halos 2 and 4, a constant SFR exists for
30 Myr in the top-heavy IMF case. The cumulative luminosity
from this stellar cluster gradually ionizes the IGM and photoe-
vaporates most clumpy material. Eventually the escape fraction
approaches unity after ∼10 Myr of irradiation.

As with the idealized halos, the escape fraction is depen-
dent on the previous star formation history, which can photo-
evaporate dense, clumpy material in the halo. Imagine two
equal-mass stellar clusters, forming in the same neighborhood.
The one that forms first will pre-ionize the ISM in some fraction
of solid angle, allowing the radiation from the second cluster to
escape into the IGM more easily and further raising the escape
fraction.

We compare fesc from cosmological halos with their idealized
counterparts in Figures 7 and 8 with respect to virial mass and
maximum SFR, respectively. The halos that host a top-heavy
IMF have escape fractions within the scatter of the idealized
halo, even though adjacent filamentary structures can absorb
most of the radiation in their line of sight. Their fesc values
range from 0.4 to 0.8. We also find that fesc at half and twice
the virial radius are within 10% of the value at rvir, similar to
GKC08, because the nearby clumps and adjacent filaments do
not contribute a significant solid angle for absorption.

A normal IMF lowers the escape fraction by ∆(fesc) = 0.05–
0.4. It is interesting that fesc is approximately 0.4 with a normal
IMF over 2 orders of magnitude in halo mass and maximum
SFR, starting with Mvir = 107.5 M". Halos below this mass
threshold (i.e. efficient atomic cooling) are affected considerably
by a normal IMF, where fesc drops by a factor of a few to values
of 0.05–0.1.

3.2.4. Anisotropic H ii Regions

In our radiation hydrodynamics simulations, radiative feed-
back greatly affects the gas dynamics inside the halos. Any UV
radiation will first escape from the halo in the direction with the
least H i column density. This creates anisotropic H ii regions
with the radiation preferentially escaping through these chan-
nels. Any adjacent filamentary structure provides the halo with

a cold, dense flow (Nagai et al. 2003; Kereš et al. 2005; Dekel
& Birnboim 2006; Wise & Abel 2007a), and cold and clumpy
ISM are the major components in absorbing outgoing radiation.

We create full-sky maps of total and H i column density
and mass-averaged neutral fractions of the cosmological halos
with a top-heavy IMF 50 Myr after the initial starburst in
Figure 10. These maps are created by casting adaptive rays
(Abel & Wandelt 2002) from the center of mass of the halo to
the virial radius. Each ray tracks the total and neutral column
density along its path. We then reconstruct a full-sky map of
these quantities using the spatial information contained in the
HEALPix formalism. The ionized regions (blue) match well
with the areas with the lowest column density (black and dark
blue). The transitions from neutral to ionized in these maps
are abrupt, depicting how any neutral blobs can completely
absorb the radiation in its solid angle. However, in the solid
angles where the ionized fraction is close to unity, almost all of
the radiation can escape, i.e. fesc = 1 in those directions. The
simulations of RS06, RS07, and GKC08 also see the majority
of solid angles having fesc equal to either unity or zero.

At t = 50 Myr, halos 1 and 3 are in a quiescent state, and
the previously ionized ISM and IGM is recombining. The relic
H ii regions are still visible in the full-sky maps. Here the
transitions from ionized and neutral regions are gradual because
of the longer recombination times in diffuse gas. Halos 2 and 4
have been almost completely ionized at the end of a starburst.
Notice the cometary tails created by photoionization of a clumpy
medium (e.g., Susa & Umemura 2006; Whalen et al. 2008) at
the northern section in halo 2 and the middle-bottom region
in halo 4. In the former case, the neutral shadow, pointing
southwest, of the small overdensities is clear in the neutral
fraction map. In halos 5–10, stellar radiation escapes through a
large fraction (> 25%) of solid angle, which correspond to the
path of least neutral column density.

3.2.5. Comparison to Previous Work

Clearly these escape fractions contradict the results from
GKC08, where their lowest mass halos with Mvir ∼ 1010 M"
have fesc = 10−5–10−2 at z = 3–5. From the examples
given there, the stars are born within a galactic disk, unlike
our simulations, which could be causing their smaller escape
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Figure 9. UV escape fraction versus halo mass plotted for varying values of (a) turbulent energy, (b) spin parameter, and (c) baryon mass fraction.
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star formation and any of its time variations. As seen in Figure 6
the variations in SFR correspond to variations in fesc on similar
timescales, on order of a dynamical timescale of a molecular
cloud, ∼ 1–3 Myr. In halos 2 and 4, a constant SFR exists for
30 Myr in the top-heavy IMF case. The cumulative luminosity
from this stellar cluster gradually ionizes the IGM and photoe-
vaporates most clumpy material. Eventually the escape fraction
approaches unity after ∼10 Myr of irradiation.

As with the idealized halos, the escape fraction is depen-
dent on the previous star formation history, which can photo-
evaporate dense, clumpy material in the halo. Imagine two
equal-mass stellar clusters, forming in the same neighborhood.
The one that forms first will pre-ionize the ISM in some fraction
of solid angle, allowing the radiation from the second cluster to
escape into the IGM more easily and further raising the escape
fraction.

We compare fesc from cosmological halos with their idealized
counterparts in Figures 7 and 8 with respect to virial mass and
maximum SFR, respectively. The halos that host a top-heavy
IMF have escape fractions within the scatter of the idealized
halo, even though adjacent filamentary structures can absorb
most of the radiation in their line of sight. Their fesc values
range from 0.4 to 0.8. We also find that fesc at half and twice
the virial radius are within 10% of the value at rvir, similar to
GKC08, because the nearby clumps and adjacent filaments do
not contribute a significant solid angle for absorption.

A normal IMF lowers the escape fraction by ∆(fesc) = 0.05–
0.4. It is interesting that fesc is approximately 0.4 with a normal
IMF over 2 orders of magnitude in halo mass and maximum
SFR, starting with Mvir = 107.5 M". Halos below this mass
threshold (i.e. efficient atomic cooling) are affected considerably
by a normal IMF, where fesc drops by a factor of a few to values
of 0.05–0.1.

3.2.4. Anisotropic H ii Regions

In our radiation hydrodynamics simulations, radiative feed-
back greatly affects the gas dynamics inside the halos. Any UV
radiation will first escape from the halo in the direction with the
least H i column density. This creates anisotropic H ii regions
with the radiation preferentially escaping through these chan-
nels. Any adjacent filamentary structure provides the halo with

a cold, dense flow (Nagai et al. 2003; Kereš et al. 2005; Dekel
& Birnboim 2006; Wise & Abel 2007a), and cold and clumpy
ISM are the major components in absorbing outgoing radiation.

We create full-sky maps of total and H i column density
and mass-averaged neutral fractions of the cosmological halos
with a top-heavy IMF 50 Myr after the initial starburst in
Figure 10. These maps are created by casting adaptive rays
(Abel & Wandelt 2002) from the center of mass of the halo to
the virial radius. Each ray tracks the total and neutral column
density along its path. We then reconstruct a full-sky map of
these quantities using the spatial information contained in the
HEALPix formalism. The ionized regions (blue) match well
with the areas with the lowest column density (black and dark
blue). The transitions from neutral to ionized in these maps
are abrupt, depicting how any neutral blobs can completely
absorb the radiation in its solid angle. However, in the solid
angles where the ionized fraction is close to unity, almost all of
the radiation can escape, i.e. fesc = 1 in those directions. The
simulations of RS06, RS07, and GKC08 also see the majority
of solid angles having fesc equal to either unity or zero.

At t = 50 Myr, halos 1 and 3 are in a quiescent state, and
the previously ionized ISM and IGM is recombining. The relic
H ii regions are still visible in the full-sky maps. Here the
transitions from ionized and neutral regions are gradual because
of the longer recombination times in diffuse gas. Halos 2 and 4
have been almost completely ionized at the end of a starburst.
Notice the cometary tails created by photoionization of a clumpy
medium (e.g., Susa & Umemura 2006; Whalen et al. 2008) at
the northern section in halo 2 and the middle-bottom region
in halo 4. In the former case, the neutral shadow, pointing
southwest, of the small overdensities is clear in the neutral
fraction map. In halos 5–10, stellar radiation escapes through a
large fraction (> 25%) of solid angle, which correspond to the
path of least neutral column density.

3.2.5. Comparison to Previous Work

Clearly these escape fractions contradict the results from
GKC08, where their lowest mass halos with Mvir ∼ 1010 M"
have fesc = 10−5–10−2 at z = 3–5. From the examples
given there, the stars are born within a galactic disk, unlike
our simulations, which could be causing their smaller escape
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• Decreasing fesc as a 
func of Mhalo --- 
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• fesc,ion decreases with 
decreasing redshift
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important for 
reionization
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Effect of local stellar radiation on 
DLA cross section
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Conclusions
• Properties of LBGs @z=3 (SFR, color, correlation, MF/LF) are 

well reproduced in current cosmo. sims.

• Stochastic scenario was favored over the escape fraction 
scenario from the comparisons of M*-SFR relation, clustering & 
bias.  But depending on the EW cut, the escape fraction scenario 
may survive.

• Simulation results are consistent w/ LAEs being lower M*, lower 
metallicity, less clustered and less biased.  

• Various correlations (e.g. EW vs. M*, Muv) can be understood as a 
reflection of M* -- Z (~dust) relationship.

• Dust is important for Lya:  LAE & reionization modeling 
need to take the scatter & mass dependence of fesc,ion, 
fdust into account. 

• Fully self-consistent pop. syn. calculation of Luv & LLya is needed 
for more accurate results on EW.


